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Abstract

We present a novel pixel-level spectra based multi-layer perceptron (MLP) to discriminate regions of biomedical multispectral imaging data into two categories: tissue and non-tissue. The spectra used for this study are 740nm, 780nm, 850nm, and 945nm as these wavelengths are on either side of the isosbestic point for oxyhemoglobin and deoxyhemoglobin; absorbers that are common in all healthy tissues. An MLP is trained using multispectral data from 12 human subjects and 12 non-tissue objects. The MLP is tested on three multispectral challenge image sets, from which the accuracy, sensitivity, and specificity of the model yield results of 91.3% (+/-0.2%), 98.1% (+/-0.3%), and 88.5% (+/- 0.3%) respectively.

1 Introduction

Multispectral imaging (MSI) originated in the field of remote sensing and has grown to various areas of application such as: art restoration, food quality, crime scene detection, etc [1]. In the field of medical imaging, near infrared (NIR) multispectral imaging has become a common technique to non-invasively and quantitatively evaluate tissue health [2], especially in disease diagnosis and image guided surgery [1].

The problem that this research paper will address is identifying regions in multispectral images that are either tissue or non-tissue. This is an important first step in tissue characterization as well as image segmentation. To characterize multispectral images, several approaches have been taken by researchers. A particularly effective approach has been to utilize a multi-layer perceptron (MLP), which has shown excellent potential to classify cancerous tissues in both visible and NIR imaging regimes, as is demonstrated in the research put forward by Jolivot et al [3] and Carrara et al [4]. This work shows excellent promise for using an MLP for the purposes of classifying tissue.

Much of the contemporary research on tissue classification focuses on finding important diagnostic information; the aim of this paper is not to classify specific structures, cancers, or lesions. Rather, this paper will look to build a novel MLP architecture which will generally classify areas of MSI data that are either tissue or non-tissue. The motivation for doing this is to help make MSI applications more efficient; in real-time imaging applications, knowing tissue/non-tissue regions in a MSI imaging field can help reduce computational overhead by only processing relevant sections of the image. To the best of the authors’ knowledge, this approach to general tissue classification has not been previously proposed.

2 Methodology

2.1 Light-tissue interaction

To understand the context of this work, it is necessary to first gain a basic understanding of tissue optics. For this research, oxyhemoglobin and deoxyhemoglobin are considered, as these components are common across all types of human tissue. Four wavelengths are selected at 740nm, 780nm, 850nm, and 945nm; these wavelengths are selected for their location on the isosbestic point of the oxyhemoglobin/deoxyhemoglobin absorption curves [5].

The absorption, $i_{\lambda}$, is wavelength dependent. As such, to quantitatively determine the amount of the desired component in tissue, multiple wavelength measurements of the transmission (or reflectance) must be calculated to create an accurate model - this is the basis of MSI [6].

For this research, oxyhemoglobin and deoxyhemoglobin are considered, as these components are common across all types of human tissue. Four wavelengths are selected at 740nm, 780nm, 850nm, and 945nm; these wavelengths are selected for their location on the isosbestic point of the oxyhemoglobin/deoxyhemoglobin absorption curves [5].

\begin{equation}
T = e^{-i_{\lambda}L}.
\end{equation}

Where $T$ represents the transmission of light (as a fraction), $i_{\lambda}$ is the absorption coefficient of the component of interest, and $L$ is the path length of the material [5].

2.2 Architecture of MLP Model

To classify tissue/non-tissue for MSI data, we propose a design of an MLP which uses pixel-level spectra as inputs and a hidden layer with the same corresponding number of nodes; i.e. given $n$ wavelengths, there will be $n$ number of nodes which will take the pixel-level spectra of each wavelength as an input (plus a bias node). There is 1 hidden layer which also contains $n$ nodes (plus a bias node). The diagram of the specific MLP architecture created for this research is shown in Figure 1, which is for four wavelengths.

$I_d$ denotes the average pixel-level spectra at each wavelength. All the connecting lines represent a weight that relates the input to the hidden layer, and the output of the hidden layer to the output layer. The activation function used for each node is the sigmoid function. The output of the MLP is a decimal number between 0 and 1, which can be used to estimate the presence of tissue in accordance to the labels given to the data (i.e. tissue=1, non-tissue = 0).

2.3 Training the MLP Model

A clinical MSI data-set was mined from a previous study. Gray-scale multispectral images were captured at 4 different wavelengths: 740nm, 780nm, 850nm, and 945nm; the images were captured with a custom built NIR illumination and imaging system. The four images are captured sequentially, within 20ms of one another to ensure minimum disturbance from movement. All images taken were of subject’s forearms.

The MLP was trained using data from 12 subjects (tissue) and 12 non-tissue objects that appear in the images. The data set was augmented by accounting for the standard deviation in the data set,
and adding randomly generated data points to the original dataset within the standard deviation.

Pixel-level spectra were manually sampled from each image that had instances of tissue and non-tissue across all wavelengths in a 10 pixel by 10 pixel region of interest (ROI) - these pixel-level spectra averages were the inputs to the MLP for building the model.

![Fig. 2: Overview of the MLP training process](image)

The goal of MLP training is to find the optimal weights that relate each input and node to one another. The MLP was trained via the back-propagation algorithm. First, the inputs are fed forward through the MLP (with the weights initially set to random values), with the output of each node in \( l \) layers modeled as:

\[
o = f\left(\sum_{i=1}^{l} w_i x_i - \theta\right)
\]

(2)

Where \( o \) is the output from the node, \( x \) is the input(s) to the node, \( w \) is the weight(s) to the input, and \( \theta \) is a bias term [7]. The activation function, \( f \), in this case is the sigmoid function. When the output propagates through the MLP, it is compared to the ‘true’ value of the output (i.e. the label of the input) with the following equation:

\[
E(k) = \sum_{i=1}^{q} [t(i) - o(i)]^2
\]

(3)

The error, \( E \), is defined as the square of the Euclidean norm of the \( k \)-th target output, where \( t \) is the target output, and \( o \) is the output of the \( i \)-th node [7]. Error must be minimized to give accurate results, therefore this error term serves as the objective function of the back-propagation algorithm. The back-propagation algorithm will iterate through epochs of training data until a convergence criteria is fulfilled. In this case, the goal is a training set error convergence of 1% (or until 20,000 epochs has been reached).

The full details of the back-propagation algorithm will not be discussed here (the algorithm is widely available in several texts [7]), but in general, an optimization problem is solved where \( E \) must be minimized by incrementally updating values of the weights (\( w \)) of each node.

3 Experimental Set-Up

To evaluate the MLP model, three sets of multispectral images were used as verification test data. Each image contained tissue and non-tissue objects. These images were processed by the learned MLP model (i.e. learned weights and MLP architecture in Figure 1) using MATLAB software.

Each test image was fed into the MLP on a pixel by pixel basis. An example of a set of input images across the four wavelengths is presented in Figure 3.

![Fig. 3: An example of the MSI data/images that are inputs to the MLP. Top row, left to right: 740nm, 780nm. Bottom row, left to right: 850nm, 945nm](image)

The resultant value given by the MLP is a decimal number between 0 and 1; for the purposes of these tests, any output greater than or equal to 0.5 was classified as ‘tissue’ and assigned a value of 1; conversely, non-tissue was assigned a value of 0.

![Fig. 4: A) A sample of the raw MSI data at 740nm, B) The processed MSI data by the MLP which yields a binary image: tissue in white, non-tissue in black, C) Evaluation mask for known true tissue values, D) Evaluation mask for known true non-tissue values](image)

After the images were processed, the accuracy, sensitivity, and specificity of the MLP must be determined to gauge its performance. For accomplishing this task, known tissue and non-tissue areas of the test images were manually marked on MATLAB software as shown in Figure 4C and Figure 4D. These areas were converted to ‘masks’ which were used to calculate the true positive, true negative, false positive, and false negative occurrences which are necessary for calculating accuracy, sensitivity, and specificity.

4 Results

Figure 5 shows, from a qualitative point of view, that edges and rapid depth changes have high occurrences of false positives for tissue. Also, areas that have greater noise due to prominent hair patches also show a visual occurrence of false negatives for tissue. The results from each test image are summarized in Table 1. The MLP shows excellent accuracy and sensitivity, however it has a comparatively low specificity.
5 Discussion

The initial results are very encouraging, given that a high accuracy and sensitivity were found using a simple one-layer MLP. There is room for improvement as to handling areas of rapid depth transition such as edges and highly textured surfaces. Since this MLP only looks at using pixel-level spectra, there is no spatial context. Further research will explore methods that have spatial context to solve the tissue/non-tissue problem, such as Markov random fields and other graphical methods.

An attractive advantage of using a one-layer MLP is to have a fast and efficient classifier for real-time applications (relative to deep learning approaches). However, it is worthwhile to find the trade-off of using deep learning approaches when it comes to performance and computational time. This will also be an area of additional research.

Lastly, the work presented in this paper addresses tissue detection - to build upon the same concept, another area of future research could be to determine if this method is effective in classifying different types of tissues (i.e. different structures, cancers, etc).

6 Conclusion

This paper presented a novel MLP based on pixel-level spectra to determine regions of tissue/non-tissue in MSI datasets. We have demonstrated that this method is a viable solution for tissue detection/classification, and have shown average results of accuracy, sensitivity, and specificity of the algorithm at 91.3% (+/-0.2%), 98.1% (+/-0.3%), and 88.5% (+/- 0.3%) respectively.

Additional work will be carried out on incorporating spatial context into the MLP model as well as exploring other methods to improve the tissue/non-tissue classification performance.

Acknowledgments

We would like to thank NSERC, the NSERC Canada Research Chairs Program, as well as Christie Digital Systems for supporting this work.

References


