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Abstract

Deep convolutional neural networks (ConvNets) have rapidly grown in popularity due to their powerful capabilities in representing and modelling the high-level abstraction of complex data. However, ConvNets require an abundance of data to adequately train network parameters. To tackle this problem, we introduce the concept of stochastic receptive fields, where the receptive fields are stochastic realizations of a random field that obey a learned distribution. We study the efficacy of incorporating layers of stochastic receptive fields to a ConvNet to boost performance without the need for additional training data. Preliminary results showing an improvement in accuracy (~2% drop in test error) was achieved by adding a layer of stochastic receptive fields to a ConvNet compared to adding a layer of fully-trained receptive fields, when training with a small training set consisting of 20% of the STL-10 dataset.

1 Introduction

Deep neural networks (DNNs) are a branch of machine learning that has rapidly grown in popularity as a result of its significant capabilities in representing and modelling high-level abstractions in extremely complex data. DNNs have been shown to perform well in a variety of complex tasks including speech recognition [1], object recognition [2, 3], and natural language processing [4].

A particularly popular form of DNNs is deep convolutional networks (ConvNets). In many of these applications, there is often insufficient training data to adequately train a conventional ConvNet. Data insufficiency is particularly concerning for ConvNets, as they characteristically have a large number of network parameters that require an abundance of labelled training data to learn. Previous works have attempted to address this issue through unsupervised learning of convolutional layers using unlabelled data [5]. While this reduced the amount of labelled data needed, it still requires an abundance of unlabelled data, which may not be available in many situations. This motivates the exploration of alternative strategies for improving the performance of ConvNets in the face of data insufficiency. In this study, we introduce the concept of stochastic receptive fields, where the receptive fields are stochastic realizations of a random field that obey a learned distribution, and study their efficacy for boosting the performance of ConvNets in the situation of small training data sizes.

2 Methodology

In traditional ConvNets, performance typically increases with the number of network parameters; however, the amount of training data needed to train the network parameters also increases. The idea behind stochastic receptive fields is to incorporate additional layers of receptive fields that are stochastic realizations of a random field that obey a learned distribution into conventional ConvNets. Since the parameters associated with the distribution used to form stochastic receptive fields in a given layer is significantly fewer than the parameters of fully-trained receptive fields in a given layer, one can potentially improve performance with a marginal increase in parameters, thus mitigating the need for a large increase in training data. We will refer to ConvNets with layers of stochastic receptive fields as RandomNets for the remainder of this paper.

To study the efficacy of RandomNets, we construct a 3-layer RandomNet with 32, 64, and 64 × 5 × 5 receptive fields in the first, second, and third layers, respectively. The first layer is comprised of stochastic receptive fields formed based on distribution learned parametrically from a set of Gabor-like receptive fields. The second and third layers consist of fully-trained receptive fields. Lastly, there is a fully-connected hidden layer of 64 neurons. This RandomNet is compared to a baseline ConvNet with all three convolutional layers having fully-trained receptive fields.

To assess the performance of RandomNet, we used the STL-10 dataset [6], which contains 5000 labelled training images and 8000 labelled images, categorized into 10 classes. The parameters of both RandomNet and ConvNet were trained using 20% of the STL-10 dataset; Fig. 1 shows the training and testing errors for the baseline ConvNet and the proposed RandomNet.

3 Discussion

It can be observed from Fig. 1 that the replacement of a layer of fully-trained receptive fields with stochastic receptive fields in a ConvNet can indeed improve performance in a situation characterized by small training size. More specifically, the tested RandomNet demonstrated a decrease in test error over the baseline ConvNet by ~2%, even though the baseline ConvNet has an additional layer of fully-trained receptive fields and correspondingly more network parameters compared to the RandomNet. These preliminary results illustrate the potential of adding layers of stochastic receptive fields for boosting the performance of ConvNets without necessitating additional training data. Further investigation is required to better understand the benefits and limitations of stochastic receptive fields and evaluate its performance in various machine learning applications.
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