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Abstract

Effective communication helps communities to aehieesmmon goals, but is
especially hard to achieve in virtual adversarialllaborative communities. In these
communities, the matching of widely differing objexrs as well as interests is very
complex. We study a case of a virtual adversamdlaborative community in which the
common goal was to author reports assessing theuatnaf true consensus on forestry
policies. We use discourse ethics theory to dedemmunication norms that are a
prerequisite for making communication in advershdallaborative communities more
effective. We discuss how these norms can beindbd design of the communication
systems supporting such communities.

I ntroduction

Communities are crucial for defending the publieiast. Communities of cooperation need to do for
the public good what markets currently do on beludlfaggregated private interests (Barber, 1995).
Communities can revitalize public discourse, as dflalas, for instance, argues in his theory of
communicative action (Debatin, 2002). These forinsiwl society have discovered the bottom-up uée o
cyberspace, a space of distributed power, as atevarpnsform society (Sassen, 1998), making theemev
more important catalysts of societal change.

It is often assumed that communities, virtual ot, rave harmonious, at least in intent. A classic
example are self-help patient communities, in whelients not only exchange factual informationt bu
also provide emotional support by communicatinghwithers having similar physical and emotional
symptoms (Arnold, Leimeister, & Krcmar, 2003). Hoxge, especially for communities working for the
public interest, this view is too naive. In manyrgounities, the interests of their members are, dertain
extent opposed. In this case, adversarial colldlooraequires participants to come to agreemerd, tan
work effectively together to produce a shared pcbdhbat reflects the interests of the adversaraatigs
(Cohen, Cash, & Muller, 2000). These adversamdlaborative communities play a crucial role inikiv
society. They are the bridges through which the yndifferent stakeholders that need to be involved i
finding solutions to complex problems related tgtainable development find common ground. If these
communities are to be successful in their commaisysuch conflicting interests are not to be sepged,

! This is a revised version of the paper that wdiop Paper Award in the Communication & Technologies
track of the 54th Annual Conference of the Intaoral Communication Association: Communication in
the Public Interest, New Orleans, May 27-31, 2004.
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but rather acknowledged. Conflict is inherenthiege communities, and communication support needs t
be carefully tailored to deal with these potergialirces of ineffective communication.

What is a community? Communities are not just aggpes of people, temporarily interacting. A
community has been defined as a group of peopleshiace social interactions, social ties, and a comm
'space' (Kozinets, 1999); as a social network lattimships that provide sociability support, infation,
and a sense of belonging (Wellman, 2001), and st af relationships where people interact socially
mutual benefit (Smith, 2002). The key seems totbeng and lasting interactions that bind community
members and that take place in some form of conspance.

Of necessity, because of their international, dismiplinary, and interactive nature, communities f
the public interest are often virtual communiti@svirtual community differs from other communitiesly
in that its common space is cyberspace. Virtual roomities therefore can be described as the union
between individuals or organizations who share commwalues and interests using electronic media to
communicate within a shared semantic space on w@arepasis (Schubert & Ginsburg, 2000). In virtual
communities, the common space is provided by & siitollaborative and communicative functionatitie
ranging from simple mailers to advanced web apfiioa (Preece, 2000; Wershler-Henry & Surman,
2001). This functionality mostly consists of startl&ools or components, so that information systems
development becomes more a process of functionsditgction than building whole new systems from
scratch (Sawyer, 2001).

With the rise of the Internet, virtual communitiase gaining importance as a new model for virtual
collaboration, as demonstrated by the proliferatibrresearch, education, and trade communitiegnin
increasingly networked society, with an explodinged for global and flexible ways of professional
interaction, virtual communities are natural caatid to fill collaborative gaps in traditional, faechical
organizations. Research communities were thetfirsliscover the power of the Internet to facilitéteir
collaboration (Harrison & Stephen, 1996). Likewistjdent communities are natural candidates anereag
adopters of modern networking technologies (Schu&eKoch, 2003). With the advent of more user-
friendly and powerful web applications, businesalg discovering the power of virtual communitieer
example, virtual communities of consumption ardiafé groups whose online interactions are bagszhu
shared enthusiasm for, and knowledge of, a specifitsumption activity or related group of actistie
Such communities allow consumers critically to et products and companies to gather valuable data
on product characteristics from loyal customeraziets, 1999).

All communities — physical and virtual - have aade a joint focus, and sometimes, in the case of
collaborative communities, common goals. In comriesi of interest, such as many consumer
communities, there is only a diffuse focus, whi@n de as vague as sharing a willingness to discuss
common interests (Carotenuto et al.,, 1999). Thesypurof common objectives is much clearer in
communities of practice. These are defined by amsomdisciplinary background, similar work activiie
and tools, and shared stories, contexts, and véMien, Fontaine, & Miller, 2002). As well, thers a
tight focus on their common set of activities oagiices (Carotenuto et al., 1999; Millen et al.020
Examples of this are knowledge management comresnitivhich act as custodians for a particular
knowledge domain, nurturing the sharing and creatib practices and knowledge that are key to the
achievement of both company and personal objecfixas Krogh, Nonaka, & Aben, 2001).

Our focus in this paper is on communities of prctinsofar as they can be useful instruments for
achieving common goals. More particularly, we exploollaborative communities of practice that focus
on the public interest. Many of such communitiesstexas for example communities concerned with
sustainable development. These consist of a yaokexperts and stakeholders, often with conftigti
interests. The communities are very knowledge-siten under considerable pressures of time; forced
because of a regular lack of resources to work reffsttively and efficiently; and with rapidly ewahg
sets of goals, workflows, and organizational sutes (Kleef & de Moor, 2004). These communities can
take many forms: from relatively uniform NGO comritigs to heterogeneous issue-networks in which
organisations discuss a common issue (such asigghemodified food), acknowledge one another, and
interconnect by multiple routes (Marres & Rogei0Q).

Communication is the lifeblood of communities. Aarly pioneers in virtual communities already
observed: “a cyberspace is defined more by therdot®ns among the actors within it than by the
technology with which it is implemented. (Morningst & Randall Farmer, 1990)". Of course,
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communication is needed to coordinate actions,itbgan also be a core output itself. For example,
scholarly communities are facilitators of highlyesmlized forms of argumentation and debate (Ri&gke
Sillars, 1984). Communities require a rich divigrsn communication forms, from informal chatting,
discussing, debating, asking and answering questaomd consoling, to advising and empathizing. &g
2000)

One of the main reasons communication in communitieso important, is the development of trust.
Trust is essential social capital in a communitydévelops when there is a history of favourablst pa
interactions that lead participants to expect pasifuture interactions (Preece, 2002). Trusthiogss is
not achieved overnight, but grows out of iteratw®cesses of interaction, observation, analysis and
judgement in which the actors are local peoplesidats, and outsiders' peers. (Chambers, 1997)

The social norms that define these communitiesekample those that help to generate trust, regulat
what are acceptable forms of argumentation. Theguhares and functionalities of their communication
systems therefore need to be carefully adaptedh& rtorms of virtual adversarial collaborative
communities. However, although communication thebas provided insights into many aspects of
effective communication in communities, these ihggare hardly put into practice. And yet againnyna
communication technologies are being created amrdtipal experiments being done in the field of
community informatics which are little informed by reflective of solid theoretical analysis.

The research objective of this paper is to devetapoutline of a theory of communication norms
acting as a bridge between the two currently sépavarlds of communication theory and communication
systems design. We do so by examining the roledtaimunication norms play in public discourse tlgeor
on the one hand, and by investigating the role tha&ly could or should play in the design of
communication systems on the other hand. We hibghlithe need for such a bridge between
communication theory and practice by analyzing secan group-report authoring-support systems, a
typical example of communication systems of impac&ato virtual adversarial collaborative commuisitie

To |illustrate the problematic of systems support fffective communication in adversarial
collaborative communities, in Sect. 2, we firstramiuce BCFOR, a group report authoring for
environmental consensus assessment case. In Sea.rBore closely examine the public interest. Séct
introduces relevant discourse ethics theory amnd]léstration, some typical communication normsided
from this theory as implemented in the GRASS tdwit tevolved from BCFOR. Sect. 5 discusses how
communication norms could inform communication eyt design for virtual adversarial collaborative
communities. We end the paper with conclusions.

Effective Communication: A Case on Group Report Authoring

In this section, we illustrate in more detail wive¢é understand effective communication in virtual
adversarial collaborative communities to mean. Welds by investigating the case of a typical claks
these communities: those working for the publieiest. We first present the case of a virtual conitpu
that aimed to produce group reports to assessntioir@ of consensus on forestry issues, but faiteitsi
objectives due to the lack of appropriate commumoasupport. Next, we focus on the authoring pssce
and the functionality used to support this proceBmally, we take a more theoretical perspectinettee
coordination of collaborative work in order to sholwe complexity of collaboration dependencies to be
taken into account in communication support.

Case: BCFOR

In 1993, the Global Research Network on SustainBigleelopment (GRNSD)2 was formed. One of
the objectives, stated in its Charter, was “to ttgw@ew and creative approaches to increase théyqag
research and communication processes related tairsatsle development.” Although the network is no
longer operational, it spawned a number of grobpshave been operational until quite recently.

One of these groups was the British Columbia Ferastl Forestry Group (BCFOR). The group was
formed after the government of the west coast Ganagrovince of British Columbia decided to allow

2 http://web.archive.org/web/20030705061342/infakabnl/grnsd/
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clear-cut logging in the Clayoquot Sound watershed 993. This decision was hotly contested. The
conflict culminated in the arrest and convictiom émiminal contempt of court of hundreds of peopigo
blocked the logging roads. As such, there was ayhpablic interest in the case (Fig.1). To resadive
conflict, the provincial government appointed aeftific Panel to write a series of reports definimgwv
land-use policies (SPfSFP, 1994-5). The recommémabf this panel were used to partially revise th
initial land use decision. However, many claimedttimportant issues were not adequately addressed i
the final version of the reports.

Fig. 1 Demonstration in front of B.C. Parliament Buildings, summer 1993

One particular suggestion for improvement of theeeech approach used by the Scientific Panel was
that there should have been more emphasis on #igsémof contrasting issues (Hammond & Flavelle,
1995). This seems a valid criticism, consideringlhtale footnote remark in the 4th (March 1995}t
Scientific Panel reports: "The Panel's protocothsracterized by respect for one another, for diffe
values, and for data founded both in scientificwlealge and traditional knowledge. This respect &thb
the Panel to be unanimous in its recommendatioogt émphasis). (SPfSFP, 1994-5) However, if the
values of the panel members, and the stakeholdeey tepresent, are different, perhaps even
incommensurable (Darling, 1995), then it is notaclat all why respect for these values would havead
to unanimity in a scientific report that aims tokeaa comprehensive analysis of issues and positioms
the contrary, highlighting such differences of dpim might usefully contribute to further policy
deliberation and decision-making about land-usépol

In the BCFOR group, Canadian and international nexmlaiscussed issues related to forests and
forestry. About 15 core members were quite involieftequent and intense interactions for at leagear
at the peak of the conflict, turning the initialjose group into a rather tight community. The camity
consisted of a range of stakeholders, from timbetustry consultants and government officials to
environmentalists. Initially, only a mailing lisisgussion was conducted on issues as they werdrhis
participants. However, given their great public geasonal interest in finding solutions to the isfishe
group members wanted to do more. It was decided aft intense e-mail discussion that the groupldhou
produce tangible outputs that would help improve dhality of the public debate. The common objectiv
would be to write a series of group reports in hforestry policies could be critically analyzed an
systematic way.

Group Report Authoring with GRASS

Group reports are prime examples of dialogic t&dntrary to traditional collaborative texts, dialog
texts reflect the involvement of multiple authoriaices (Harrison & Stephen, 1992). This means that
conflicting opinions all find their way into thexte not covered up as compromises, but retainirgy th
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original form and strength. Thus, any joint statateecan be considered to have been produced in true
consensus. This allows — or forces - policy makersake more explicit and well-argued choices.

BCFOR was a prototypical virtual adversarial callediive community, in which trust could easily be
damaged. The proposed group report authoring psosas therefore required (by the community) to meet
two social constraints: to be both neutral andgpanent (de Moor & Weigand, 1996). In this context,
neutrality does not mean that individual opinioms &ee of bias. They cannot be. In public sciéntif
investigations, not only are the authors themselvesessarily “subjective”, but additional subjeetiv
constraints are imposed by society, given thatespds largely based on values and value judgments
(Lindsay, 1995). This strong subjectivity impligsat in discussion and editorial procedures anch@ t
supporting systems, all voices are to be heardugirout, and collaborating authors are not forced in
compromise. Transparency means that all procesgkthair outcomes should be easily observable by al
interested stakeholders. Often, although publiciopi itself is well known, public opinion formatias
unclear (Sachs, 1995). In adversarial communitiel :iontransparency is unacceptable.

After some relatively unsuccessful attempts, inéar out that using a simple mailing list for group
report authoring purposes did not provide suffitisupport. The list lacked certain technological
functionality, but, perhaps even more importanitlydid not satisfy the complex social constraintgtos
adversarial community. To develop a better commatiio system, the GRASS project was conceived (de
Moor & Aakhus, 2006; Heng & de Moor, 2003).

The purpose of the GRASS project is to developranafor credible societal discourse. Its aim is to
produce concise group reports that give their nsade up-to-date and credible overview of the pmsst
of various stakeholders on a particular issue. Ashsthese reports may play an important role in
consensus assessment and catalyzing societalataefiblution. In earlier papers (de Moor, 2004nié&
de Moor, 2003), the objectives, process modelsstionality, initial user experiences, and plans tioe
near future were described. We refer to this oeswior more details, and only give a brief summiarthe
subsequent section.

GRASS Functionality

Group Report Structure

Each GRASS group report is subdivided into threénnparts: (1) the problem description; (2) the
sections; and (3) the report conclusion.

The problem description contains an introductiorthef problem domain, the central issue that is the
focus of the report, and a list of one or more gegstions. The sections form the body of the report
which the actual discussion takes place. Eachaectmprises a section introduction, the key qoasih
be examined as well as a number of positions thttoas can take. For each position, arguments pdo a
contra can be entered. An argument can also beditd other arguments, thus forming an argumeast tre
A section is ended by the section conclusion, inctvithe various positions to the key question are
summarized.

Each report is ended by a report conclusion, whiammarizes the answers to the various key
guestions, and indicates areas for future research.
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Fig. 2 The GRASS T ool
GRASS Functionality

A user has to register in order to become a repattior. Several editor roles have been defined as
well. Each editor role can be filled by one or marghors. Every author can become an editor, ifes
An overall report editor is responsible for edititg problem description and report conclusiongdrhe
report editor can also add new sections. A sedttitor is responsible for editing the section idtrotion
and conclusion. In each section, authors can adioptld new positions and add arguments, pro or con
positions and other arguments. Positions taken lmrmodified continuously, reflecting a change in
opinions held. Arguments, once made, cannot begdwnto prevent loss of discussion structure. An
important feature of GRASS is that it stores gtlam elements in a database, which can be useehtergte
group reports in different formats. An example vebheé tailor-made summary reports listing all isstet
cause much discontent, as measured by large wasatin positions adopted. Reports consisting of
positions and attached argumentation could be durtihganized according to stakeholder roles pldyed
the authors, for example by presenting positiorepset by environmental organizations versus thakert
by logging companies. The tool also has advancetl @ustomizable notification functionality, thus
allowing for an increased awareness about chargjag made in positions.

GRASS has had a long gestation period, startingp fao initial dissatisfaction with the limitation$ o
e-mail for writing reports, via various intermedigirototypes, to the current version which is almeady
for large-scale use(Fig.2). The BCFOR case was ahead of its time, lanked proper technological
support for it to continue its mission. With thisthoring technology finally reaching maturity, tti@e has
come to build more systematic use cases. With ¢lie version of the tool, experiments have been done
Dutch and US academic student settings to testfiaretune the functionality. We are now planning to
reach out beyond these rather limited usage cantexnhore ambitious, real-world, GRASS-style cases.

Coordinating Collaborative Work

As we have seen, one characteristic of collaba@atvmmunities is that they aim to accomplish joint
objectives through a process of members workingtteey. Ngwenyama & Lyytinen (1997) provide the
following definition of groupwork: “a web of coondfited social actions performed by the participémts

3 http://grass-arena.net
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achieve a joint outcome.” This definition refepscbordinated action. Evidently, there are many&iof
coordination. According to Malone and Crowston @R9coordination is “the act of managing
interdependencies between activities performedihiese a goal”. This is not very different from tbiner
well-known definition of Holt (1988): “coordinatiois composing purposeful actions into larger puefas
wholes”. Coordination thus implies the existencandérdependencies, which can either be pre-given,
derive from the goal-directed effort. Malone ana@ston identify several types of interdependenaies
coordination processes that are suitable in adidigetisese:

Table 1: Classification of dependencies (Malone & Crowston, 1994)

Dependency Examples of coordination processes

« Shared resources “First come first serve”, priority order, budgets,
managerial decisions (hierarchy), market-like
bidding (markets)

» Task assignments Same as shared resources

« Producer / consumer relationships

 Prerequisite constraints Notification, sequencing, tracking
e Transfer Inventory management (e.g. “just in time”,
“economic order quantity”)
* Usability Standardization, ask users, participatory design
« Design for manufacturability Concurrent engineering
« Simultaneity constraints Scheduling, synchronization
» Task / subtask dependencies Goal selection, task decomposition

In a virtual collaborative community, we have tstdiguish between two levels of dependencies.,First
there are the dependencies between the stakehdahddre outside world that bring them togetherhe t
community. In the BCFOR case, this dependency derirom the fact that the forests of British Colusnb
are a public good, and one way of using these adtariudes or at least hampers another use. In other
words, there is a single resource available toouariactors with different interests. Second, treme
dependencies created within the community by vidfighe collaboration. In the BCFOR case, these are
dependencies that are part of the collaborativertegriting and that can be of various kinds, if use the
Malone and Crowston typology above. The longer peomrk together, the more of these dependencies
will emerge and need to be satisfied by the comoaiitin system. For example, when collaborating on a
group report, the overall goal is the report akared resource, but during the work, there wilalreeed for
solving simultaneity constraints. Also, many proeidconsumer relationships will emerge where oneract
e.g. with an editorial role, becomes dependentnmtheer with an author role.

In adversarial collaboration, the interactions almaé dealing with these dependencies take the édrm
negotiation. According to Putnam and Roloff (199Rggotiation is a special form of communicatioatth
centres on perceived incompatibilities and focuseseaching mutually acceptable agreements. A cammo
distinction is between distributive and integrativegotiation (Walton & McKersie, 1965). The objeet
of distributive negotiation is to achieve an effici compromise. The objective of integrative nemgjain is
to create a solution that satisfies all partiesh&i and Ury (1981) made a similar distinction teesavwin-
lose versus win-win negotiations and argue stroimgfgvour of the win-win approach.

Weigand et al. (2003) discuss three types of natjoti, based on the way of communicating: norm-
oriented, goal-oriented and document-based. In rmiented negotiation, the communication follows
protocols or general rules that determine which momcative action is appropriate at a certain mamen
In goal-oriented negotiation, the communicationgeexs by disclosing and discussing the goals of the
participants in an attempt to integrate them. Doentbased negotiation makes use of a common
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document; the participants do not interact diredilyt by contributing to the evolution of the doamhas
for example a business contract or a political pstatement.

Combinations of these types are possible, of coutdee many collaborative work systems, the focus
in the GRASS system is on document-based negatiafibe reason is that the norm-oriented negotiation
assumes that there are fixed protocols with wdilkde meanings, which is typically not the case in
evolving communities. Although norm-oriented negtitin cannot be primary in adversarial collaboratio
this does not mean that it plays no role or thatsoare not important. To the contrary, selectisages of
norm-oriented negotiation are indispensable in owjpprg the quality and fairness of the collaboration
process (we will come back on the issue of normseation 4). Goal-based negotiation can be quite
effective in adversarial collaboration, as it cafphthe actors to not get stuck in positions beding them
back to the objectives behind the position. Howgitessumes that the parties are willing to reypatt
of) their goals; and this willingness is somethihgt can only grow over time. In sum, GRASS is iy
document-based, and in this way helps the oppdséetwlders to focus on a common objective, and thu
should be selectively complemented with other riagoh forms.

We have now explored the dimension of objectivesnore detail. It is clear that there are many
coordination complexities that need to be taken mtcount in the development of adequate supporting
communication systems. However, as already hintday ahe interactions typically forming negotiatjon
paying sufficient attention to the various integestvolved is essential as well. The fact that plblic
interest features prominently in such communitiesetives further treatment.

Defining the Public Interest

A good society recognizes the importance of thdipulomain, and invests heavily in creating a civil
order that reflects good social relations. Notiofigroduction and consumption, however, have olestur
the importance of association--the creation of camrimterests--as the basis of society. This astonia
takes place in a good community, with mutual respetween different groups and lively dialogue abou
important issues (Jordan, 1989). It is not trug tha public interest needs to suffer a tragedyhef
commons by default. Very complex normative systéiange evolved in many societies. For example, the
elaborate system of rights and responsibilitiesctvisiuccessfully governed the English medieval commo
for centuries was capable of preventing and dealiiitp major conflicts that would have otherwise
threatened the public interest (Ridley, 1996).

The question now is: how can successful adversadldborative communities for managing the
public interest come to be? Why would their papticits interact at all given that they all have rtlogvn
interests and objectives, which somehow have temfat collaboration to emerge?

To better understand how private and public intsrean be made to agree, the concept of stakeholder
needs to be worked out. Adversarial communities tlee public interest are composed of many
stakeholders. Stakeholders are those who haveenedhin a particular decision, either as indiaidLor as
representatives of a group (Digital Europe, 2068pm this definition, some factors can be derivieat t
complicate effective communication among stakehsldEirst, all parties have their private interests
defend. This may lead to actions such as secraxtyrénwealing all information to other parties), adacy
(pushing their own position as far as possible}] discovery (strategic revelation of partial infation)
(Cohen et al., 2000). Depending on the languageegbeing played, such strategic behavior may be
legitimate, for example in a commercial transactiwriegal dispute. However, stakeholders often mtkfe
their private interests in illegitimate ways, somats even leading to sabotage of the collaboratigeess.

Besides there being private interests, there i® @sdecision or public interest affecting all
stakeholders. The public interest will only be gaferded if an equitable and fair balance between th
various stakeholder interests can be achieved ¢Bter1997). However, when has such a balance been
achieved? How can the end result be acceptablell tpagicipants? Often, only an unsatisfactory
compromise is achieved, in which one of the partints has illegitimately gotten the upper hand K&i&
Sillars, 1984).

Another factor complicating effective communicatiom adversarial communities for the public
interest is that not all discussants are partigigabn their own behalf, but instead may repregbat
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interests of others. This means that additionalflod® may emerge and secondary communication
processes may be necessary.

Cohen et al. (2000) claim that in adversarial dmlation the problem is the widely diverging goals.
We argue, however, that in adversarial communitiegeal problem is the disagreement between stiere
not objectives. In BCFOR, agreement was reacheckiyuihat writing a joint group report by meansaof
fair process, was a good way of building commorugth However, it was considered to be very impdrtan
that the process in which this objective was tatigieved would be legitimate. The main issues ofli
and confusion thus revolved around how to balaheériterests.

To position communities for a public interest inig effective communication is important, we
classify communities along two dimensions. Thet fisswhether interests of community members are
mainly shared or opposed. We call these communhgsnonious and adversarial, respectively. The
second dimension relates to the objectives. Ifetherjust discussion without collaboration, we ¢h#se
communities of interest, while collaborative comities aim to accomplish shared objectives, sucthas
authoring of a group report. Our main focus in fraper is on adversarial collaborative communises;e
these are essential for creating win-win situatioeisveen opposing parties.

To clarify the classification: we consider eachtlase two dimensions of interests and objectivdgeto
a continuum: Interests can be more or less shauetthe one end of the continuum, interests arenepg,
at the other end they are shared. Similarly, objestcan range from individual objectives only to
completely joint objectives.

opposed
BCFOR-1 BCFOR-2
interests
FOEI

WWE-

Rangers
shared

individual Objectives shared

Fig. 3 Positioning adver sarial collaborative communities

In Fig. 3, we have positioned four real communitiegerms of the two classification dimensions.
Ranging from less to more discordant, these are:

Shared interests / individual objectives. These @mmunities where interests overlap, but no
collaboration takes place. A typical example wobkdthe World Wildlife Fund Ranger ClibThis is a
club for and by children who share an - often passe - interest in nature conservation. The fasum
information exchange and learning via discussiora.fa’here are also possibilities to get involved in
actions. These are mostly oriented towards indadigharticipation, however. For example, particigacdn
send e-mails or donate money to support a particolaservation campaign.

Shared interests / shared objectives. This issthumtion where members have joint interests and
collaborate on common goals. In general, these aamitias are more discordant than the previous type,
because the working together leads to dependerioresxample concerning reputation and finances, th

4 http://www.rangerclub.nl/
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may lead to misunderstandings and tensions. Ac&ymixample is the Friends of the Earth Internation
(FoEI) campaign communities (Kleef & de Moor, 200#F0El is a network of 68 environmental
organizations worldwide, each working in its owruotry with local, community-based groups active in
civil society (around 5,000 local groups in totadt)is a grassroots network, where decisions ardentgy
consensus, and work and authority are decentrabzechuch as possible. Campaigns are organized by
communities of people working for FOEI member oiigations. Thus, they share similar interests relate
to sustainable development and have common obgsgtas many campaigns can only succeed by joining
forces. Sitill, interests and objectives do not plately overlap, as to a certain extent they compet the
same public attention.

Opposed interests / individual objectives. In thesmmunities, there often is the problem of strgngl
conflicting interests. One such community was BCHORs early stage. All members of the community
shared their focus on the problem domain of B.@edtry. They had very little shared interests, hawe
Also, there were no truly joint objectives, as tgoup mainly conducted nonfacilitated, divergent
discussion.

Opposed interests / shared objectives. This isnpiatyy the most discordant type of community. Not
only do interests not agree, but those conflictintdrest will feature more prominently when mensber
try to - work together on shared objectives. BCHORs later stage was an example of such a conmmuni
In this stage, their interests were still as oppdase before. However, they now had a common obgecti
the writing of the group report. When working tdwat lack of trust is often a major problem.

Having positioned and illustrated communities foe tpublic interest, we can now investigate the
norms governing their communication processes irengetail. To theoretically ground this investigati
we look into various discourse ethics theories.

From Discour se Ethics Theory to Communication Norms

As we have seen earlier, Ngwenyama & Lyytinen (}96&fined groupwork to be a web of
coordinated social actions performed by the paicis to achieve a joint outcome. However, thep als
claim that the social actions of groupwork are aitd within and normatively regulated by the
organizational context. Especially in virtual adsaatal collaborative communities, where there iseptal
or actual conflict and many additional problemssardue to limited social context cues because @f th
medium, it is important to realize what the regalgtnorms and motives are. In addition, note tlhe“
organizational context” in this case is typicallgtra hierarchical organization but a loosely codple
community. We said that in adversarial collabomtoommunities essential interests are conflictied,
simultaneously there are shared objectives (“mixedive tasks”). In such a context, the design of
interactions and supporting systems needs to be dery carefully (Whitworth & de Moor, 2003). Hagri
(1995) discusses some theories of “universal padigsi, in particular Grice’s maxims and Habermas’
theory in this area. Harris concludes that the wiseés of Grice’s work is limited, and that the lwaf
Habermas is more promising, especially becausts gfalitical grounding. This paper follows Habegha
direction.

Discourse Ethics

As is well known, Habermas proposed a series oidiylclaims which act as a set of general
principles on which all communication is based amich where necessary can be called into questidn a
“redeemed” by the other parties. These validitynetaare based on comprehensibility (related toulistic
competence), truth (agreement on truth claim weipect to the object world), truthfulness (agredmean
speaker’s sincerity) and rightness (agreement omaiive social rules and relationships). The validi
claims presuppose shared understanding (agreemesdngensus on a situation definition) as the first
premise of communication.

Habermas’ concept of discourse ethics (Haberma®4,18990) contains general rules for practical
discourse leading to an ideal speech situatiorparticular in situations of moral argumentation.eTh
process of moral argumentation is particularly vate to situations where social conflicts arise &md
institutional discourse (Harris, 1995). These rearantee discursive equality, freedom and faiy [y
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not excluding anybody from participating, and byowing them to challenge anything they deem
important, while ensuring that nobody is prevenfiean exercising these rights. However, an important
guestion is how to translate these ideals intoaaupport for conversation in the real world (Chans,
1996; Froomkin, 2003).

Habermas’ discourse ethics are grounded in hisryhed communication. Interestingly, the
communication setting presupposes certain basésrelven if in practice, we see these rules ofiglated.
As Habermas claims, there is a “common core of fitgran the normative pre-suppositions of
communicative interaction” (Habermas, 1990). Theideaule is that participants must respect eachraib
communication subjects. It means that one mustlie @ give valid reasons for the communicative
actions that one performs. This applies to bothsipeaker and hearer role. The speaker is not abtme
reveal everything she knows or wants, but whenrisgesomething, or requesting some action, shelgho
be able to give a valid reason (for each validigim). The hearer is not obliged to agree with gtreng
the speaker says, but he should listen and bengitlh indicate whether he agrees or not (and wh).
further important rule implicit in the communicatigetting is that in principle, the communicatienid be
interpreted in the context of the communicationjolvhsometimes can mean complete confidentiality, in
other times giving the whole world access to trseasion. Exporting statements to other contexiaata
be done without the consent of the communicatiierac Within the context, however, communication
should always be completely transparent. Thisolisules is not meant to be exhaustive, but givgead
starting point for analysis.

Habermas makes a distinction between communicaision and strategic action, although he
qualified this distinction in later work. In commigative action, the coordination that is achievedased
on a shared situation definition, whereas in sgjiataction, the coordination is achieved as a tesfulihe
individual actions of the participants pursuingitlmvn goals, taking into account their expectagiof the
other participants’ goals, and the signals theyajmtut these via the actions of the other. Althotlgé
distinction makes sense at a conceptual leved,nbt so easy to recognize it in practice (Halr@95). For
one thing, it does not mean that participants immanicative action necessarily pursue a common goal
and participants in strategic action private goals,that the goals are harmonious in one case and
conflicting in the other. Also in the case of anvedarial discourse situation, the participants can
coordinate their dependencies by means of commiivgcaction. In this respect, we do not agree with
Ngwenyama and Lyytinen (1997) for whom negotiati@eessarily implies strategic action.

The distinction can also not be based on the Istguform of the messages, or the use of so-called
cooperative speech acts, although these may gdieaitions on the attitude of the participants. Hoeve
what we can do is to translate the ideals of dismethics into practical rules, and we can chelo&tiner
these rules (communication norms) are adhered tmbrTherefore we propose the following criterian
this paper: a discourse is called communicativéoadf it follows the communication norms that are
legitimate to the community, and is called strategction if there is a norm violation. In other wsy
communication norms, properly defined, are a mégnshich communicative action can be promoted and
strategic action resisted. In the next sectionyweillustrate the concept of communication northsough
the example of GRASS.

Communication Norms in GRASS

Central in the group report authoring process a there is some issue or topic being addressed in
process of argumentation between different paditip. To ensure that discussion contributes to the
common good, and does not become pathologicadpit&al context needs to be clearly understood.rAfte
all, public discourse is about making an argumentaf point of view, not having an argument (Tannen,
1998). Although discussion and debate may beivelgtunproblematic as descriptions of interpersona
communication and opinion formation in small faoegfdce groups, these processes need to be carefully
designed when applying them to the larger-scalegases of public opinion formation (Price, 1992).
Group report authoring, as a key form of interattio adversarial collaborative communities, therefo
requires that the definitions of its design chagestics are sensitive to the social, or even salct®ntext.

Using discourse ethics theory, Heng and De Moo082@rmulated several key design principles for
communications systems for group report authoi$wgne of the most important ones are:
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DP1: the document should be neutral and transpareporting all the undistorted views of all the
participants of the discussion.

DP2: participants should take on responsibility.
DP3: the goal is not contrived conclusions, bu¢ ttansensus.

To operationalize the design principles, expligtrenunication norms need to be formulated. Such
norms on the one hand project the expected patterriateraction that participants can use to apdite,
understand, and coordinate their interaction. @mnotther hand, they can be used to implement angisge
normative control. Thus, the norms designed into@munication support system can have a directénpa
on the outcomes of the communication and collabmratrocess (Aakhus, 1999; Lessig, 1999).

In the GRASS case, communication norms define d@abép communication behavior for actors
playing a role in the authoring process. Each nbasma deontic effect, indicating whether somethivay,
must, or may not happen. Some norms focus on eales, others on document elements, and againsother
on norms for the interaction processes betweenmsadBRASS incorporates many communication norms,
to implement the various design principles. Tosiiiate, we describe the norms that implement DP1.:

Neutrality
CNZ1: Any interested user may register as an author.
CN2: Any author may play any editor role.

CNa3: If more than one author plays a particulatadiole, all authors playing that role must agree
before any change to a report element they ar@nsgge for may be made.

CN4: Any dispute related to the authoring proceay mlways be discussed by all authors in a public
forum to which every author has access.

CN5: Any common report element (such as reporeotian conclusions), after having been drafted by
its responsible editors, must be approved by eastiyor.

Transparency
CN6: No unauthorized changes may be made to amytrelgment.
CN7: All authors must be notified of any relevagport element changes.

CNB8: All reports and their composing elements maydad by any user. This reader does not have to
be an author.

In the case that one of these norms is violatedexample, if not all authors are notified of aexelnt
element change (CN7) or if a user is not allowedemister as an author (CN1), this is an instarfca o
(conscious or non-conscious) strategic action. @ag to avoid strategic action is to implement tioenms
into the system, so that it is impossible to vieldte norms. Of course, this is not possible fargworm,
and even if it is possible, it may have undesiraditle effects. Still, it is worth keeping in minHat
communication systems not only offer technical fiomality (writing, e-mailing etc), but, throughein
functionalities, also can be used as normativeesystfor guiding behaviour. (Lessig, 1999)

Communication Systems Design

In this section, we first give a brief overview ebme communication systems for adversarial
collaborative communities. We then briefly disctiss role that communication norms could play inirthe
design.

CSCW and Communication Systems

Traditionally, so-called Computer-Supported CoopeeaWork (CSCW) and Group Decision Support
Systems (GDSS) failed to take into account thetipaliaspects of group work. (Bannon, 1997). Tderf
the assumption was made that group work is alwaysbnious and information is a neutral concept.
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However, most information is subject to strategisrepresentation and unconscious bias (March, 1991)
Disclosing information is also not neutral anddahnoot be expected that subjects disclose someithiimegy

do not see the benefit of that disclosure for trewes. In a study by Lyytinen et al. (1993) abdwat tise of
GDSS tools for diplomats, it was found that thel foad to be used in a non-standard way if it wabdo
used at all. Firstly, it was out of the questioruge anonymous communication, which is often fagdun

the GDSS literature for group brainstorming andngt Secondly, the archival properties of the syste
should be used with great care, as the participdittsnot want to make any statement during the
discussions if they knew that their explicated \8emere stored and could be used to pin them doten la
on what were only intermediate positions.

One step on the way to the design of effective camoation systems for adversarial collaborative
communities is the idea of issue-based informatigstiems (IBIS). Whereas GDSS focus on supportiag th
process of group decision making, IBIS allow foe tstructuring, analysis and elaboration of complex,
multiple-perspective issues, all of which is essérfor dealing with complex societal problems waith
clear and singular solutions.

Issues act as organizing principles for collabgeativork, transcending individual conversations
(Hartfield & Graves, 1991). An IBIS allows its useo identify questions, develop the scope of pmstin
response to them, and assists in creating diseus$itunz & Rittel, 1970). Using an IBIS, stakehakle
can conduct conversations about complex or ‘wickeablems, by structuring the creation and handlihg
‘issue nets' (Conklin & Begeman, 1989). Issue hetge three main types of nodes: issues, positend,
arguments. Many refinements of nodes and the tgfelinks have been created in the applications
developed. Some IBIS are generic and domain-indigrgn while others are tailored to the needs of a
particular domain.

Examples of early generic IBIS-tools are gIBIS &hgperIBIS. gIBIS is a graphical hypertext system
with as its main interface elements a browser amsthuctured node index (Conklin & Begeman, 1989).
HyperIBIS is a simple text version of an IBIS, whican distinguish between deontic issues (should?),
factual issues (what?), instrumental issues (howRplanatory issues (why?) and conceptual issues
(definitions) (Isenmann, 1993). One domain-spedBiS, especially designed for research purposéiseis
Scientific Collaboration System (Kim, Suh, & Whiost 1993). SCS pays much attention to representing
knowledge. It uses an ordinary database to stisektiowledge and make it accessible to its useyped
defined include hypothesis, claim, and argumenrdllttws research fields to be modeled as objesteks
and organizes these fields in a class hierarclsuelmets are then mapped to one or more of these
hierarchies. Queries on this knowledge base enfdyl@xample, interdisciplinary viewpoints on trense
problem to be obtained.

These early IBIS systems focused much attentiondeveloping and using — often complex —
representations. Only little attention was paidh® way in which these systems were to be used)dete
how they could be made effective. This is changasgmodern IBIS become more sensitive to theireodnt
of use. Zeno, for instance, is a second-generatdeh-based IBIS tool (Gordon, Karacapilidis, & Voss
1996) which helps to mediate in conflicts. One jputgd application is that it can be used to deniaaa
public policy making processes. A human mediatatekes documents according to the underlying
argumentation model. By allowing for the preferenead value judgments expressed in messages to be
modeled and by using a reason maintenance procethgeool can indicate which of the alternative
solutions proposed meet selected proof standarddeoision criteria. Although still using complex
representation and reasoning schemes, Zeno pays moie attention to usability issues than the esarli
generation of IBIS tools. It meets several prattitesign requirements: widely available acrossfqtats,
inexpensive access, and a very intuitive userfater

Zeno is a sophisticated tool with the clear purpafssupporting planning processes. In contrast, D3E
is a whole kit of functionalities, which allows useo build their own document authoring toolsupports
the creation of sites that can be used to publish-based documents, and that have integrated dégcou
facilities and interactive components (Sumner &18h998).

Along these lines, new, customized forms of onlilication processes can be conceived which
involve authors and readers in the review processhmmore interactively. GRASS can be seen as an

® http://d3e.open.ac.uk
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another example of this next-generation IBIS totitsmain contribution is not so much in the disios
and authoring functionalities themselves, but sncpability to be molded to the communication rooh
the community. Over the years, GRASS has continyoesolved these norms (De Moor and Aakhus,
2003). The theoretical lens outlined in this papan help to analyze and further refine these system
possibly leading to new classes of functionalitiresontext.

Although the Internet has great potential for iasiag the quality of democratic life, not much
attention has been paid so far to the systemasigdeof communication systems for the public goasl.
Noveck states: “There is a marked absence of spgacedeliberative, independent, thoughtful dialogue
among ‘wired’ citizens, confronting new ideas andople in the course of civil conversation.”
Accordingly, “we need to devise a ‘public architgef in cyberspace to take advantage of the
communications potential” (Noveck, 2000).

Our call for basing communication systems on kegigte principles and derived communication
norms could be helpful in drawing up such an aedhitre. Granted, we only outlined elements of the
theoretical lens, its translation into design piptes and communication norms, and its implemeoitati
into concrete communication systems. Our point wead to come up with a fully developed,
operationalized, and tested theoretical frameworkspanning the communication theory-system design
practice divide. Rather, our more modest goal Wasntecessary, preceding step: making the casédor t
need for such a bridge between communication theony systems design, listing its elements and
sketching a possible approach for its constructleuture research will have to address many detailed
issues: what communication theories are relevantiftual adversarial collaborative communities?nCa
universal design principles be distilled out ofslaeheories or is their design mostly situated? towap
between design principles and communication notd@# to deal with conflicting communication norms?
Can the functionalities of communication technoésgbe classified according to how well they satisfy
such norms? How to use such new kinds of classiics to inform the research and development of new
categories of communication systems? And so on.

The newer generations of communication tools aténgeincreasingly sophisticated in their support
for adversarial collaborative communities. Howeuhg theoretical grounding for many of these method
is still unclear. By analyzing their implicit commigation norms using a discourse ethics-like theécak
lens, potential sources of conflict and commundgatilistortions can be detected. This may help imgro
the diagnosis of existing systems (“why did thidlatmoration fail?”) and the design of new systeimat t
better match communicative ideals (Hirschheim &iil€003).

We have only presented a small sample of ‘congiitat’ nhorms, which are directly derived from
Habermas’ discourse ethics. Many other ‘bylaw’ nercould be conceived, for example to deal with the
drawbacks of efficiency and time-constraints, whiistourse ethics does not address. One efficiraoy
could be to allow only a limited amount of spacemake one’s argument, or a certain deadline before
which an argument must have been made. Other jssueb as group cohesion, leadership, and socio-
emotional issues also need to be represented msnand ensuing designs in order to build truly wisef
systems. Group dynamics theory and the literataremnputer-mediated communication (e.g. (Forsyth,
1983; Sudweeks & Rafaeli, 1996)), amongst muclerotiork, can be a source for these additional desig
constraints. These efficiency, group, and desigreets, however, are outside of the direct scopthief
paper, although they need to be addressed in futork.

Design choices will not be trivial and often difiit trade-offs will be necessary. For example,
traditional GDSS systems often favour anonymousugisions, to increase productivity and sometimss al
to de-politicize the discussion. In adversarial owmities, anonymity must be used with care, however
For example, in an IBIS kind of system, it may besgible to anonymize the issue list, since every
participant is allowed to raise an issue, and i§ leemed relevant by one participant, that ificent for
including it. However, anonymizing the claims caeverely hamper effective discussion, because if
someone makes a claim, he or she should be reaslypfmort it. This also applies to counter-arguments
This example makes clear that the design of a cempbmmunication system that is both useful and
legitimate is not straightforward.

We already stressed the trust-building functiotegftimate public communication systems. This trust
is not only important for making public discours@n credible. It can also benefit the standinghef t
participating stakeholders. Legitimacy and accoahifity of participants in societal debates, suchnas-
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governmental organizations, requires a carefulgmesif their information and communication systems.
Careful analysis of which norms to apply and hoesthnorms are to be embedded in concrete system
functionality is essential for this purpose (Vedd®903; Whitworth & de Moor, 2003).

Of course, there is a potential danger in presugitiommunication behaviors through rigidly designed
systems (Suchman, 1994). However, provided thdicgerit criteria are given for which norms to make
explicit, and that degrees of freedom are left whaossible, making norms explicit can actually potam
emancipatory discourse by improving legitimacy,castability, and usefulness in communication system
for distributed discourse (Noveck, 2000; Veddef20Ninograd, 1994).

Although we have focused on virtual communities tfog public interest, lessons learnt here should
have wider applicability. For example, adversac@imunities also exist in legal conflicts, wherayars
of different parties often have to work togethemresolving a dispute. An interesting case is atsméd by
the so-called Alternative Dispute Resolution iritias that try to mediate in a conflict betweenivwdluals
before it must be raised to the legal level. Viradversarial collaborative communities, and tipeaperly
designed communication support systems, may beugsful for supporting such initiatives.

Conclusions

We started this paper by acknowledging the impagasf virtual communities for the public interest.
In these types of communities it is important teacly identify the degree to which objectives and
especially interests of community members agrese8an these dimensions, communities can range from
the harmonious to the adversarial, and from comtiasof interest to truly collaborative communiti&s
this paper, we focused on adversarial collaborateemunities, as these are essential instrumenmts fo
societal conflict resolution and change.

We claim that to assess the value of communicasigstems for virtual communities, it is not
sufficient to merely look at functionality. Firsit, is necessary to determine the characteristicshef
collaboration required in the community. Subseqyeley design principles and selected communicatio
norms need to be made explicit and used to inftwerdesign and diagnosis of the communication system
for such communities. We illustrated our ideaselrgmining the role communication norms played in a
case study on group report authoring support system

Much attention in Community Informatics is paid ¢tosing the Digital Divide. However, the
Theoretical-Empirical Divide is receiving much lestsention. Community theorists and practitiongil s
live in different worlds. Instead of seeing eachestas alien species, however, they need to wather
much more closely. Reflection needs to meet livegedence. By systematically linking communication
theoretical analysis with practical systems designplementation and evaluation activities, moreetifze
communication systems can be built. Though notigafit, this definitely is a necessary conditiom fo
more successful virtual adversarial collaboratieenmunities. We hope that our proposed outline of a
“meta-theoretical” approach can also inspire otherstart thinking about how to better let theorgan
practice.
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