Challenges of Deep Learning-based Text Detection in the Wild
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Abstract

The reported accuracy of recent state-of-the-art text detection methods, mostly deep learning approaches, is in the order of 80% on standard benchmark datasets. These methods have relaxed some of the restrictions of structured text and environment (i.e., “in the wild”) which are usually required for classical OCR tasks. Even with this relaxation, there are still circumstances where these state-of-the-art methods fail. Several remaining challenges in wild images, like in-plane-rotation, illumination reflection, partial occlusion, complex font styles, and perspective distortion, cause exciting methods to perform poorly. In order to evaluate current approaches in a formal way, we standardize the datasets and metrics for comparison which had made comparison between these methods difficult in the past. We use three benchmark datasets for our evaluations: ICDAR13, ICDAR15, and COCO-Text V2.0. The objective of the paper is to quantify the current shortcomings and to identify the challenges for future text detection research.

1 Introduction

Detecting and recognizing text in the wild images are challenging problems in the field of computer vision [1, 2]. “In the wild” refers to problems where the structured environment and text are of wide variations. Examples include street signs, store signs, advertisements, or text identifying sport players, to name a few. Reading text from scene images can be carried-out using two fundamental tasks:

- Text detection that localizes text in the image, and
- Text recognition that converts localized text or a cropped word image into a text string.

They face common challenging problems that can be categorized as:

- **Text diversity**: images that contain text with different colors, fonts, orientations and languages.
- **Scene complexity**: images that include scene elements of similar appearance to text, such as signs, bricks and symbols.
- **Distortion factors**: text images distorted due to the effect of motion blur, images of low resolution, surface geometry, perspective distortion and partial occlusion [1, 3, 4].

This paper focuses on the text detection task, which is more challenging than text recognition due to the large variance of text shape and complicated backgrounds. The methods before the deep learning era, typically identify a character or text component candidates using connected component-based approaches or sliding window-based methods, which used hand-craft features like MSER [5] or SWT [6] as basic components. However, the detection performance of these classical machine learning-based methods is still far from satisfactory.

Recently, deep learning-based methods have been shown to outperform in detecting challenging text in scene images. These methods usually adopt general object detection frameworks such as SSD [7], YOLO [8], Faster R-CNN [9], or segmentation frameworks like FCN [10] and Mask R-CNN [11]. Most deep learning-based text detectors that detect text at the word level have difficulties in finding curved, extremely long, or highly deformed words by using a single bounding box [12].

This paper aims to highlight on the preceding challenges by reviewing recent advances in deep learning applied to scene text detection, and evaluating some of the best state of the art methods: EAST [13], Pixellink [14], CRAFT [12], and PMTD [15]. The methods are evaluated on three challenging datasets, including the COCO-Text V2.0 [16], using a consistent methodology that contains several important challenges in the scene text detection.

2 Literature Review

In this section, a brief literature review on deep learning-based scene text detection techniques is presented. Table 1 offers a comparison among some of the recent state of the art text detection methods.

2.1 Regression-based Text Detection

Several methods [13, 28] adopted a general object detection regression-based (RB) framework, such as SSD [7] or Faster R-CNN [9], for text detection. They regard text regions as objects and predict candidate bounding boxes for text regions directly. For example, TextBoxes [28] modified the single-shot descriptor (SSD) [7] kernels by applying long default anchors and filters to handle the significant variation of aspect ratios of text instances to detect the various type of text shapes. Unlike TextBoxes, deep matching prior network (DMPNet) in [29] introduced quadrilateral sliding windows to handle detecting text under multiple orientations. There are many regression-based methods [22, 24] that have tried to solve the detection challenges of rotated and arbitrarily shaped text; for instance EAST [13] proposed a fast and accurate text detector, which makes dense predictions processed using locality-aware Non-Maximum Suppression (NMS) to detect multi-oriented text in an image without using manually designed anchors. Liao et al. [24] extended TextBoxes to TextBoxes++ by improving the network structure and the training process. TextBoxes++ replaced the rectangle bounding boxes of text to quadrilateral to detect arbitrary-oriented text. RB methods usually have a simple post-processing framework to handle multi-oriented text. However, due to structural limitations in these methods it is not easy to represent accurate bounding boxes for arbitrary text shapes.

2.2 Segmentation-based Text Detection

Segmentation-based (SB) methods [14, 17, 23] classify text regions at the pixel level, making it possible to do word-level or character-level detection. They usually modify a segmentation framework like FCN [10] and Mask R-CNN [11]; for example, Zhang et al. [17] adopted FCN to predict the salient map of text regions, and TextSnake [23] adopts FCN as a base detector and extract text instances by detecting and assembling local components.

The preceding methods are trained to detect words in images, however it is challenging to use words as the basic unit for scene text detection as individual text characters may be represented in arbitrary shapes, therefore some recent text detection methods have trained deep learning models to detect text at the character-level [12, 18, 19]. For example, in [18] a saliency map of text regions, given by a dedicated segmentation network, uses character-level annotations to generate multi-oriented text bounding boxes. Later, Seglink [19] was trained to search for small text elements (segmentations) in the image and uses a weakly-supervised framework to detect multi-oriented text bounding boxes using an additional post-processing step. Recently, CRAFT [12] used a weakly-supervised framework to detect individual characters in arbitrarily shaped text, which enables it to achieve the state of the art on benchmark datasets. Because text may appear in arbitrary shapes, recent methods usually adopted a segmentation framework as their backbone architecture, outperforming regression based methods in terms of multi-oriented text in several benchmark datasets. However, these types of methods require complex and time-consuming post-processing steps to produce the final detection result.

2.3 Hybrid Methods

Hybrid methods [15, 25, 26] use a combination of both segmentation and regression-based approaches for improving the perfor-
One of the important characteristics of a scene text detector is its generalization to new scenes. Recent methods, such as PMTD [15], CRAFT [18], and TextSnake [23], have demonstrated robustness to orientation changes and illumination variations. However, these methods require significant computational resources and may not be suitable for real-time applications.

In this paper, we propose a new method for scene text detection that is both efficient and effective. Our method is based on a regression framework that can handle variations in aspect ratio, orientation, and illumination. We evaluate our method on several benchmark datasets and compare it with existing state-of-the-art methods.

Evaluation Metrics: For quantitative evaluation, we use two metrics: Recall (R) and H-mean (F-score). Recall measures the proportion of text instances that are correctly detected, while H-mean (F-score) takes into account both precision and recall. The formula for H-mean (F-score) is given by:

$$H\text{-mean} = \frac{P \times R}{P + R}$$

where $P$ is precision and $R$ is recall. A threshold of $H\text{-mean} \geq 0.5$ is used to count a correct detection.

Generalization: One of the challenges in scene text detection is the generalization ability of the method. To evaluate this, we use the ICDAR15 IoU Metric [31], which is obtained for the $j$th ground-truth and $j$th detection bounding box as follows:

$$IOU = \frac{\text{Area}(G_i \cap D_j)}{\text{Area}(G_i \cup D_j)}$$

where $G_i$ is the $i$th ground-truth text bounding box and $D_j$ is the $j$th detection bounding box.

In this paper, we use the second version of this dataset, i.e., COCO-Text v2.0 [16], for evaluation of detection approaches, as it contains 239,506 annotated text instances within 63,686 images.

From Table 1, it is evident that the proposed method achieves the highest H-mean score on the ICDAR15 dataset, indicating its superior performance in detecting scene text.

Table 2: Text detection datasets used for evaluation in this paper.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language</th>
<th>Year</th>
<th># Images</th>
<th># Text instance</th>
<th>Text Shape</th>
<th>Annotation level</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICDAR2013</td>
<td>EN</td>
<td>2013</td>
<td>462</td>
<td>229</td>
<td>H CT MO</td>
<td>Total train test</td>
</tr>
<tr>
<td>ICDAR2015</td>
<td>EN</td>
<td>2015</td>
<td>1500</td>
<td>1000</td>
<td>H CT MO</td>
<td>Total train test</td>
</tr>
<tr>
<td>COCO-Text</td>
<td>EN</td>
<td>2014</td>
<td>63686</td>
<td>43686</td>
<td>H CT MO</td>
<td>Total train test</td>
</tr>
<tr>
<td>COCO-Text v2.0</td>
<td>EN</td>
<td>2014</td>
<td>63686</td>
<td>43686</td>
<td>H CT MO</td>
<td>Total train test</td>
</tr>
</tbody>
</table>

Note: H: Horizontal, MO: Multi-Oriented, CT: Curved Text, EN: English.

Table 1: Selected recent deep learning-based text detection methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Model</th>
<th>Category</th>
<th>Architecture</th>
<th>Detection Target</th>
<th>Text-shape</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [17]</td>
<td>MOTD</td>
<td>RB SB Hy</td>
<td>FCN</td>
<td>W</td>
<td>MOT CT</td>
<td>-</td>
</tr>
<tr>
<td>Yao et al. [18]</td>
<td>STDH</td>
<td></td>
<td>FCN</td>
<td>W</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Shi et al. [19]</td>
<td>SegLink</td>
<td></td>
<td>SSD C,W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>He et al. [20]</td>
<td>SSTD</td>
<td></td>
<td>SSD W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hu et al. [21]</td>
<td>Wordsup</td>
<td></td>
<td>FCN C</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhou et al. [13]</td>
<td>EAST</td>
<td></td>
<td>FCN W,T</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ma et al. [22]</td>
<td>RRPN</td>
<td></td>
<td>Faster R-CNN W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Long et al. [23]</td>
<td>TextSnake</td>
<td></td>
<td>U-Net W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liao et al. [24]</td>
<td>TextBoxes++</td>
<td></td>
<td>SSD W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Deng et al. [14]</td>
<td>Pixelink</td>
<td></td>
<td>FCN W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liao et al. [25]</td>
<td>RRD</td>
<td></td>
<td>SSD W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lyu et al. [26]</td>
<td>MOSTD</td>
<td></td>
<td>FCN W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Baek et al. [12]</td>
<td>CRAFT</td>
<td></td>
<td>U-Net C,W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liu et al. [15]</td>
<td>PMTD</td>
<td></td>
<td>Mask-RCNN W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liu et al. [27]</td>
<td>MB</td>
<td></td>
<td>Mask-RCNN W</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: *Methods have been considered for evaluation, W: Word, T: Text-line, C: Character, Hy:Hybrid Methods, MOT: Multi-Oriented Text, CT:Curved Text.

In this section, an experimental evaluation for a selected number of state-of-the-art methods [12–15] is conducted that covers the categories in Section 2. Table 2 shows the benchmark datasets that have been used for this evaluation. The datasets are described as follows:

ICDAR2013: This dataset [30] includes word-level annotations using rectangular boxes, which contains 229 and 233 images for training and testing, respectively. Most of the text instances of this dataset are horizontal and high-resolution.

ICDAR2015: This dataset [31] contains 1000 images for training and 500 images for testing. The annotations of this dataset are at the word-level represented using quadrilateral boxes. This dataset is more challenging in terms of orientation, illumination variation and complex background of text instances than ICDAR13 [30]. Most of the images in this dataset are from indoors environment.

COCO-Text: As shown in Table 2, when comparing this dataset [32] to the previous ones, this is the largest and the most challenging text detection dataset, which consists of 43,686 training images and 10,000 validation images [16, 18]. As in ICDAR13, the text images in this dataset are annotated in a word-level using rectangle bounding boxes. The text instances of this dataset are captured from different scenes: outdoor, sports field, grocery stores, etc. In this paper, we use the second version of this dataset, i.e., COCO-Text v2.0 [16], for evaluation of detection approaches, as it contains 239,506 annotated text instances within 63,686 images.
Challenges: One shortcoming of scene text detection datasets is that the challenges of each text instance in images are not labeled. To address this issue, we conduct an experiment to compare each method on some of these challenges.

Detection Precision: We would like to study how the detectors perform while increasing the IOU threshold for counting a true positive detection. Thus, we compute the H-mean at IOU thresholds between 0 and 1 to provide an evaluation of how a method is accurate under various constraints.

3.1 Quantitative Results

To evaluate the generalization ability of the methods, we compare the detection performance on ICDAR13 [30], ICDAR15 [31] and COCO-Text v2.0 [16] datasets. Table 3 illustrates the detection performance of the methods in [12–15]. Although the ICDAR13 is less challenging compared to ICDAR15, the detection performance of all methods decreased on ICDAR13 dataset that have not been used during training these methods. PMTD [15] had the minimum decline of about 0.6%, and Pixelink [14] that was the second-best methods in ICDAR15 had a maximum decrease of approximately 20%. However, all methods experienced a significant decrease in detection performance on COCO-Text dataset, which shows these models do not yet provide a generalization capability on a challenging dataset without being fine-tuned on part of the same dataset.

3.2 Qualitative Results

Figure 1 illustrates the detection performance for the studied methods on some challenging samples from ICDAR13, ICDAR15, and COCO-Text datasets. The detection performance of all methods is far from perfect under challenging cases like difficult fonts, illumination variation, in-plane rotation, and low contrast text instances, especially when we have a combination of challenges affecting text instances. However, Hybrid regression and segmentation based methods, like PMTD [15], achieved the best H-mean values on all the three datasets, as they were able to handle better multi-oriented text, and methods that detect text at the character level, as in CRAFT [12], can perform better in detecting irregular shape text.

3.3 Discussion

To compare the precision of detection for each method, Figure 2 shows the H-mean computed at $0 \leq \text{IOU} \leq 1$. Overall, (1) decreasing the IOU threshold below 0.5 has a little effect on H-mean values of the detectors when evaluated on ICDAR13 and ICDAR15 datasets, but for COCO-Text dataset, due to the more difficult text instances in this dataset (Figure 2c) H-mean values are almost saturated for IOU $< 0.4$. (2) increasing the IOU threshold over 0.6 results in rapidly reducing H-mean values offered by the detectors for all three datasets, which means the detected bounding box is not suitable, especially for text recognition task that usually requires an accurate localization text.

More specifically, for ICDAR13 (Figure 2a) the detection performance of all methods started from a relatively high H-mean similar to ICDAR15 (Figure 2b), because this dataset contains more horizontal and high-resolution text instances that are less challenging compared to that of ICDAR15 dataset. However, all methods experienced different H-mean curves in this dataset by increasing the IOU-threshold. For example, ICDAR13 dataset (Figure 2a) EAST [13] detector outperforms the PMTD [15] for IOU-thresholds $> 0.8$; because EAST detector uses a scale-invariant property that allows detecting more accurately text instances at different scales that are abundant in ICDAR13 dataset. Further, Pixelink [14] that ranked second on ICDAR15 has the worst detection performance on ICDAR13. This poor performance is also can be seen in challenging cases of the qualitative results in Figure 1.

The COCO-Text V2.0 [16] dataset is a good example of studying the generalization and precision performance of each method under adverse situations as it has more samples of text captured in the wild. Overall, as shown also in Table 3, all methods offer poor H-mean performance on this dataset (Figure 2c). For example, PMTD and CRAFT show better performance than [13, 14] for IOU $< 0.7$. Since CRAFT is character-based methods, it performed better in localizing difficult-font words with individual characters. However, it is not robust to large-scale text due to the single-scale property of it. In addition, generally, the H-means of the detectors are declined to the half, from $\sim 60\%$ to below of $\sim 30\%$, for IOU-threshold $\geq 0.7$. We can also see this poor performance in the selected sample challenging cases in Figure 1, especially in the first row of the mentioned dataset.

4 Conclusion

Most recent deep learning-based methods have used multiple datasets and various evaluation metrics, which make the comparisons among the reported results difficult. In this paper, we experimented with comparing the performance of state-of-the-art scene text detection methods under adverse situations. By applying the pre-trained model provided by researchers, we showed that these methods do not offer the generalization capability on unseen datasets, and there are several challenges in the wild images, like in-plane-rotation, illumination reflection, partial occlusion, complex font styles, and perspective distortion, which most of the studied methods performed poorly. This study highlights also on the importance for having more descriptive annotations for text instances to allow future detectors to be trained and evaluated against more challenging conditions.
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Table 3: Quantitative comparison among some of the recent text detection methods on ICDAR13, ICDAR15 and COCO-Text datasets, where ST: SyntheticText, IC15: ICDAR15, and IOU ≥ 0.5 is used, best and second best methods are highlighted by bold and underscore, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Dataset(s)</th>
<th>ICDAR13</th>
<th>ICDAR15</th>
<th>COCO-Text</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P</td>
<td>R</td>
<td>H</td>
<td>P</td>
</tr>
<tr>
<td>EAST [13]</td>
<td>ST+IC15</td>
<td>84.86</td>
<td>74.24</td>
<td>79.20</td>
<td>84.64</td>
</tr>
<tr>
<td>Pixelink [14]</td>
<td>IC15</td>
<td>62.21</td>
<td>62.55</td>
<td>62.38</td>
<td>82.89</td>
</tr>
<tr>
<td>CRAFT [12]</td>
<td>ST+IC15</td>
<td>72.77</td>
<td>77.62</td>
<td>75.12</td>
<td>82.20</td>
</tr>
<tr>
<td>PMTD [15]</td>
<td>IC17+IC15</td>
<td>92.49</td>
<td>83.29</td>
<td>87.65</td>
<td>92.37</td>
</tr>
</tbody>
</table>

Fig. 1: Sample qualitative comparison among CRAFT [12], PMTD [15], PixelLink [14], and EAST [13] on some Challenging examples from ICDAR13, ICDAR15 and COCO-text datasets. PO: partial occlusion, DF: difficult fonts, LC: Low Contrast, IV: illumination Variation, IB: Image blurriness, LR: Low Resolution, PD: perspective distortion, IPR: in-plane-rotation, and OT: Oriented Text, CT: Curved Text.

Fig. 2: Evaluation of the text detection performance for CRAFT [12], PMTD [15], PixelLink [14], and EAST [13] using H-mean versus IOU-threshold computed on (a) ICDAR13 [30], (b) ICDAR15 [31], and (c) COCO-Text [16] datasets.


