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Abstract

Image thresholding is a challenging task due to its sensitivity to environmental variations and degradation in the quality of the captured image. Although many image thresholding methods have been introduced, most of them require the fine tuning of a thresholding parameter that is not suitable for single-shot structured light (SSSL) based projector-camera applications. In this paper, we introduce a locally adaptive thresholding method with automatic parameter selection based on the local statistics of the distinct image partitions. For assessing the proposed scheme, we introduce an evaluation that relies on mapping SSSL patterns between the camera and projector spaces. Experimental results demonstrate the effectiveness of the proposed technique by maintaining the thresholding accuracy of the baseline method, without the need to fine tune the obtained thresholding parameter or any noticeable change in the qualitative results.

1 Introduction

As a fundamental and challenging problem in the field of computer vision, 3D reconstruction has been an active area of research for decades [1], and projector-camera systems are one means to achieve this goal. The key step in creating a 3D reconstructed point-cloud for a scene is to have enough information to do so, where the most fundamental information for inferring scene geometry is a set of pixel correspondences. For projector-camera systems the projector is able to influence the scene via structured light (SL), for which there are two well known SL approaches, namely multi-shot SL [2], and single-shot SL [3]. Although the multi-shot SL generates dense pixel correspondences, they require multiple pattern to be projected over time, which limits their applicability to a static configuration setup. In contrast, single-shot SL approach lifts this limitation by only requiring a single scene capture, but at a cost of sparser pixel correspondences. In [3], the single-shot structured light (SSSL) approach captures and binarizes the projected pattern, hence image binarization will impact the quality of the whole SSSL process.

There is a significant literature on image thresholding, including in the SSSL context, and both global [4–6] and local [7–9] image thresholding methods have been used [10, 11]. In global thresholding [4, 5] a single constant is used to threshold every pixel in the image, causing the method to suffer from a susceptibility to spatial intensity variations. On the other hand, local image thresholding-based methods [7–9] are more robust to intensity variations, since they utilize a locally determined threshold for every pixel in the image. However, these methods [8, 9] usually need a parameter fine-tuning step to accommodate environmental variations, which is either time consuming or itself subject to error.

In this paper, we introduce a locally adaptive thresholding method that partitions a camera image into distinct blocks and extracts local statistics from each block. Next, we show that every pixel in the image can be thresholded based on the local average multiplied by a hyper parameter that can be estimated based on a novel closed form expression. The proposed technique leverages a block smoothing process for the thresholds to avoid the blocking artifacts that may be caused due to block partitioning the image. A new evaluation strategy is introduced for the first time, to the best of our knowledge, which maps the thresholded camera pixels into the projector space and therefore the binary SSSL patterns are considered as the ground truth. Quantitative and qualitative experimental results demonstrate the effectiveness of the proposed thresholding scheme compared to the baseline that requires parameter fine-tuning.

2 Background

In the literature, there exist various image thresholding methods that have been proposed [4, 5, 8, 9]. For instance, Otsu’s method [4], which is a global thresholding method, aimed to maximize the between class variance in order to set a global threshold. However, it cannot be used in projector-camera systems SSSL applications, due to the varying illumination of the scene and the distortion caused by the shape of the object. Hence, the adaptive thresholding methods in which a local threshold is set for each pixel (so called locally adaptive thresholding) are of interest to the target application, such as the methods in [8, 9]. Reader would also be referred to [12, 13] for more information on different types of related image thresholding methods.

Sauvola and Pietikäinen’s Method: In this section, a brief overview on Sauvola and Pietikäinen (SP) method in [8] is presented, which is originally developed for document image thresholding. Given an input camera image $I_C$, this method uses the local mean $m(x,y)$ and the local standard deviation $\delta(x,y)$ computed at the $(x,y)$ pixel location to set a value, $T(x,y)$, for thresholding the $(x,y)$th camera pixel. More specifically, the following relationship is used to obtain $T(x,y)$:

$$ T(x,y) = m(x,y) \left( 1 - k \left( 1 - \frac{\delta(x,y)}{R} \right) \right) $$

(1)

where $R$ is the dynamic range of the image pixels, which is a way to standardize the pixel intensities in the image, and $k$ is the bias parameter. An illustration of SP’s thresholding method on a sample image is shown in Fig. 1. It is noted that in the context of projector-camera systems, the parameter $k$ changes with different surfaces and different illuminations. Therefore, fine tuning this parameter is very time consuming and is not possible to do during the SSSL process.

3 Proposed Method

Unlike SP’s method that requires fine tuning for the parameter $k$ in (1) for every image, our proposed method aims to obtain automatically an optimal $k$ in order to adaptively threshold each image pixel within a local region. Fig. 2 shows the overall architecture of the proposed method. In this method, $I_C$ is firstly smoothed by using an average filter that leverages the integral image technique [9], which increases the speed of the filtering process. Afterwards, the smoothed image is partitioned into a number of distinct blocks, with relative size of three times the cells in the projector pattern, $I_p$, and based on the average value of the 10th and 90th percentiles of each block, the algorithm assigns a specific $k$ to each block as follows:

$$ k(u,v) = \frac{\Gamma(u,v) - M(u,v)}{4R} $$

(2)

where $R$ is the image dynamic range, $k(u,v)$ is the adjusted bias value for the $(u,v)$th block. Based on the majority of white or black

![Fig. 1: Block diagram of the local thresholding method, where $I_C$ and $I_T$ are the input and thresholded camera image, and $T$ is the thresholding map for every pixel. Neighborhood size of the smoothing filter is $3 \times 3$.](image-url)
Fig. 2: Block diagram of our proposed method, where K-map is produced, and based on K-map a threshold map, T, is achieved. Neighborhood size of the filter is the same as SP and the block size is three times the cell sizes in the projector pattern, Tp.

pixels in each block we wish to set the threshold above or below \( M(u,v) \). However, in order to prevent falling far from \( M(u,v) \) and have worse threshold set for the block, we need to slightly reduce the range of variation for \( k(u,v) \). Therefore, we divided the nominator of (2) by the constant 4R. Additionally, \( \Gamma(u,v) \) is defined as

\[
\Gamma(u,v) = \frac{p_{10\%}(u,v) + p_{90\%}(u,v)}{2}
\]

where \( M(u,v) \) is the mean of the \( (u,v) \)-th block, and \( p_{10\%} \) and \( p_{90\%} \) are the 10th and 90th percentiles of the pixel intensities within the same block, respectively.

After defining \( k \) for each block, a \( K \)-map that defines the thresholds per pixel is created as shown in Fig. 2. In order to avoid blocking artifacts, a smooth version of the \( K \)-map is constructed using the average filter, which we denote it by \( \hat{K} \). Finally, the smoothed \( K \)-map, i.e., \( \hat{K} \), which has the values of \( k \) corresponding to each pixel in the image, is then used to create the threshold map, \( T \), by:

\[
T(x,y) = m(x,y) \frac{1 - \hat{K}(x,y)}{1 - \delta(x,y)}
\]

where \( m(x,y) \) and \( \delta(x,y) \) are the local mean and local standard deviation of each pixel, and \( \hat{K}(x,y) \) is the bias parameter by which we decide how far above or below \( m(x,y) \) we need to set the threshold to be set. The usual values for the parameter \( k \) suggested in [8, 13] and in (1) would not necessarily be the optimum value for the SSSL application. On the other hand, as can be seen in (2)-(4) our method can compute \( \hat{K}(x,y) \) automatically and therefore is robust to several environmental challenges, such as shadows and distortions.

Finally, the thresholded image, \( I'_C \), is achieved by applying the acquired threshold map, \( T \), on the camera image, \( I_C \), as follows:

\[
I'_C(x,y) = \begin{cases} 
1, & \text{if } I_C(x,y) \geq T(x,y) \\
0, & \text{if } I_C(x,y) < T(x,y)
\end{cases}
\]

4 Experimental Results

For the experimental setup, we have used a Flea 3 camera with resolution of 2448x2048 and Christie Digital projector with resolution of 1920x1200. We tested the proposed method using SSSL patterns projected on three different 3D-printed objects named by Wolf Head, Zigzag [14] and Building Facade [14].

Evaluation Methodology: Fig. 3 shows a diagram for our proposed evaluation methodology. To evaluate the local thresholding techniques, we first generate a dense set of pixel-correspondences between the camera and projector images, \( \phi_{xp} \), using a multi-shot graycode structured light patterns [15]. Our assessment strategy is based on mapping a thresholded pixel in a given camera image into the projector space leveraging the dense set of correspondences, \( \phi_{xp} \), and then compare the mapped value to that in the original binary projector pattern, \( T_P \). Considering the original SSSL binary pattern, \( T_P \), that needs to be projected on the surface as the ground-truth image due to it not being affected by the surface geometry deformation and every pixel has a specific binary value. This approach will help us having a rich set of pixels to compare with the ground-truth.

To apply this strategy, given an input SSSL camera image, \( I_C \), we obtain the binarized image, \( I'_C \), by applying our proposed method, or any other thresholding method in comparison. Based on the acquired pixel shp are set to \( 3 \times 3 \) in this evaluation. camera and projector images, \( \phi_{xp} \), map the binarized camera image, \( I'_C \), into the projector space, \( I'_P \). Next, for every pixel location, \((u,v)\), in \( I'_C \), when all the neighboring camera pixels that are within \( \eta \times \eta \) region centred around \((u,v)\), \( R_{xy} \), have the same value, then we assume this correspondence is a valid pixel to compare the mapped version, \( I'_P \), with that in the projector pattern, \( I_P \). This process can be expressed as follows:

\[
G(x,y) = \begin{cases} 
1, & \text{if } I'_P(x,y) = I'_C(m,n) \lor (m,n) \in R_{xy} \\
0, & \text{otherwise}
\end{cases}
\]

where \( G(x,y) \) is the set of valid pixel-correspondences that can be used to assess \( I'_P(x,y) \) against \( I_P(x,y) \), and the dimensions of the neighborhood \( \eta \times \eta \) are set to \( 3 \times 3 \) in this evaluation. It is worth mentioning that checking the validity of pixels in \( \phi_{xp} \) is performed before mapping \( I'_C \) to \( I'_P \). In other words, the validity is checked in the camera space on thresholded image, \( I'_C \), and then mapped to the projector space, \( I'_P \), for evaluation.

After obtaining the valid set of correspondences, \( G \), and mapping \( I'_C \) to \( I'_P \), in order to complete the evaluation process we need to assess whether a given pixel has been binarized correctly or not. To this end, let the sets of True and False pixel-correspondences be defined as follows:

\[
\mathcal{R} = \{(x,y) \mid I'_P(x,y) = I_P(x,y), G(x,y) = 1\}
\]

\[
\mathcal{W} = \{(x,y) \mid I'_P(x,y) \neq I_P(x,y), G(x,y) = 1\}
\]

where \( \mathcal{R} \) and \( \mathcal{W} \) are the sets of correctly and incorrectly thresholded pixels, respectively. We use the pixel thresholding error rate (\( \xi \)) that can be expressed as:

\[
\xi = \frac{|\mathcal{W}|}{|\mathcal{R}| + |\mathcal{W}|} \times 100\%
\]

where \(|\cdot|\) indicates the cardinality of the set. The metric \( \xi \) can infer the percentage of incorrectly thresholded pixels from the total number of valid correspondences. In the rest of this section, we utilize the proposed evaluation methodology to compare the thresholding error rate of the proposed scheme with that of SP’s method [8].

Qualitative Results: Fig. 4 shows the different qualitative results of SP’s method [8] and the proposed method. As shown in this Figure, one can observe that the proposed method is less prone to thresholding the symbols in the black squares which is helpful for next steps in SSSL process. Additionally, both methods seem to have errors on edges and discontinuities in the image which is expected. This figure also represents the results of the proposed method with the correspondences incorrectly thresholded and marked as red crosses on three objects: Wolf Head, Building Facade and Zigzag.

It should be noted that the inherent material of the object in front of the setup is also affecting the final results. As can be observed from Fig. 4, the proposed method and the method in comparison generate a higher number of incorrect correspondences on the Building Facade than that on the Wolf’s Head. This is due to material that Building Facade [14] has been built of is more reflective than Wolf’s Head.

Quantitative Results: Fig. 5 shows the effect of changing the value of \( k \) on the error rate, \( \xi \) in (9), for SP method, and the error rate provided by the proposed method at the average estimated parameter.
In this paper, we have proposed a method to adaptively threshold a grayscale SSSL image using the local statistics of the image partitions. Our proposed method has the capability of automatically obtaining all the parameters needed for thresholding the image. To quantify the error rate of the thresholding methods, we have introduced a new evaluation methodology that has leveraged a dense set of correspondences generated from a multi-shot structured light system to map a thresholded camera pixel to the projector space. We have demonstrated that the proposed method maintains the error rate of the baseline state-of-the-art method, while achieves a close qualitative results without parameter fine tuning.

### 5 Conclusion

In this paper, we have proposed a method to adaptively threshold a grayscale SSSL image using the local statistics of the image partitions. Our proposed method has the capability of automatically obtaining all the parameters needed for thresholding the image. To quantify the error rate of the thresholding methods, we have introduced a new evaluation methodology that has leveraged a dense set of correspondences generated from a multi-shot structured light system to map a thresholded camera pixel to the projector space. We have demonstrated that the proposed method maintains the error rate of the baseline state-of-the-art method, while achieves a close qualitative results without parameter fine tuning.
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