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Abstract

The presence of bias in a dataset has been a long-standing bottle-
neck in the task of image classification. While supervised methods
have been shown to overcome these biases, self-supervised meth-
ods have managed to overcome benchmarks set by supervised
learning methods. This paper shows that self-supervised methods
can maintain their ability to outperform supervised methods even
when introduced to color bias. Two experimentation pipelines are
presented. One focuses on the capability of a model to handle arti-
ficially induced color bias and the other gauges the ability of a model
to incorporate naturally occurring color differences present in vision
datasets.

1 Introduction

Supervised learning methods have been shown to perform with
great efficiency in image classification tasks [1] [2]. However, as
the tasks have become more complex and begin to involve var-
ious forms of bias [3] [4] within them, it becomes a major chal-
lenge for supervised approaches to overcome these biases. There-
fore, supervised learning-based approaches have begun to face
a major bottleneck towards real-world computer vision problems.
Recently, self-supervised methods have not only shown to better-
supervised learning methods but also are domain invariant [5] [6].
Self-supervised learning obtains supervisory signals from the data
itself, often leveraging the underlying structure in the data. The gen-
eral technique of self-supervised learning is to predict any unob-
served or hidden part (or property) of the input from any observed
or non-hidden part of the input. The proposed experimentation uti-
lizes these advantages to handle color bias present in vision data
for two image classification tasks.

2 Experimentation

2.1 Experiment A: Overcoming Artificial Color Bias

In this task, the ability of a model to overcome artificially induced
color bias is tested. The bias setting is adapted from the pipeline
set by the authors in [7] as the amount of bias introduced to the data
can be controlled. The bias is introduced in the MNIST dataset [8].
The experimentation pipeline begins by first training the model on
black and white digits and then testing the trained model on colored
digits. The supervised model, ResNet-18, was trained on the black
and white digit data and tested on the colored digit data. In the case
of self-supervised learning, the pretext task training took place on
the black and white digits data and the task of classifying the colored
data was set as the Downstream Task. The training set consisted
of 39,000 black and white digits [8] and the testing set consisted
of 10,000 images of colored digits from [7]. The lower and upper
limit of the variance was chosen for the dataset bias. The lower
limit is 0.02 (highest level of bias) and the upper limit is 0.05 (lowest
level of bias). The training of the self-supervised learning model was
done through a ResNet-18 [9] backbone and momentum contrastive
learning [10]. The loss function utilized for the architecture is the
effective contrastive loss InfoNCE [11]. To account for the variation
in the downstream task an additional linear layer was added to the
architecture.

2.2 Experiment B: Dealing with Natural Color Bias

This task tests the ability of a model to overcome naturally present
color bias in data. To simulate this the training pipeline is set to
classify dogs and cats with distinct contrast in their skin color [7].
The task is a 4-class classification problem containing the following
class labels: Light Dog, Light Cat, Dark Dog, and Dark Cat.

Table 1: Testing Scores of both A and B Experiment Variations

Model (Train & Test) - A Data
Variance

Test
Accuracy

Proposed Self Supervised Network 0.05 95.2%
ResNet [9] (Supervised) 0.05 61%
Proposed Self Supervised Network 0.02 95.3%
ResNet [9] (Supervised) 0.02 50%

Model (Train & Test) - B Test F1-Score
Proposed Self Supervised Network 86.2
ResNet - 18 [9] (Supervised) 75.75
ResNet - 50 [9] (Supervised) 73.25

There were a total of 12135 images in the training dataset and
3035 images in the testing dataset.

2.3 Setting of Experiments

Both the supervised and self-supervised models used for this ex-
periment were the same as that of in section 2.1 and were pre-
sented with the same train and test data. For the testing of the self-
supervised network, all the labels of the data were removed. The
experimentation was done on the Kaggle GPUs using PyTorch and
lightly [12]. There was no augmentation or pre-processing done
to any of the datasets. Fig 1 visually depicts the experimentation
pipeline. One should note that the knowledge transfer occurs sepa-
rately at separate instances of the experiment.

3 Results and their Analysis

The results in table 1 clearly depict the superiority of the self-
supervised learning approach. In the case of Experiment A (2.1),
not only does the self-supervision improve on the supervised
method by 45% accuracy, but it also is completely invariant to the
bias present in the data. The change in the amount of bias has
no effect on self-supervised methods. Even though the variance of
induced bias increased from 0.05 to 0.02, the accuracy remained
exactly the same. Whereas the supervised method performs quite
poorly and continues to degrade as the amount of bias increases
in the data. In terms of Experiment B (2.2), self-supervision has a
clear advantage in terms of performance. It achieves an F1-Score
of 86.2% whereas the supervised method only manages to achieve
an accuracy of 75.75%.

The results indicate that self-supervised methods learn appro-
priate representations which are important to the final objective
rather than accounting for features that may confuse the architec-
ture. The ability to tackle induced bias and incorporate naturally
present color differences.

4 Conclusion

This work presents the capabilities of self-supervised learning
methods to handle color in a task of image classification. In partic-
ular, the ability of self-supervised learning models to overcome ar-
tificially induced colored bias and leverage naturally occurring color
differences in vision datasets is demonstrated. The self-supervised
methods completely outperform the supervised method in both the
experimentation tasks. In the future, we hope to expand the experi-
ments to account for a change in the domain of training and testing
data [13] [14] and to see whether class imbalance has any drastic
effect when compounded with bias [15].



Fig. 1: Proposed Experimentation Pipeline
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Appendix: Code

The code for this paper can be found at:
https://github.com/sheel1206/Handling-Color
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