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Abstract

Object pose detection is a task that is highly useful for a variety of
object manipulation tasks such as robotic grasping and tool han-
dling. Perspective-n-Point matching between keypoints on the ob-
jects offers a way to perform pose estimation where the keypoints
also provide inherent object information, such as corner locations
and object part sections, without the need to reference a separate
3D model. Existing works focus on scenes with little occlusion and
limited object categories. In this study, we demonstrate the feasi-
bility of a pose estimation network based on detecting semantically
important keypoints on the MetagraspNet dataset which contains
heavy occlusion and greater scene complexity. We further discuss
various challenges in using semantically important keypoints as a
way to perform object pose estimation. These challenges include
maintaining consistent keypoint definition, as well as dealing with
heavy occlusion and similar visual features.

1 Introduction

In recent years, there has been a rising interest in the use of robotic
systems to handle object manipulation tasks in scenarios ranging
from manufacturing to domestic settings. One important hurdle to
performing automated object manipulation is estimating accurate
object pose. Object pose provides important knowledge both be-
fore, during, and after a grasp action. Before a grasp, pose in-
formation can allow the robot to target different parts of the object
depending on its task. During a grasp, pose information is vital for
moving objects through space without collision, as well as to oper-
ate tools that are being grasped. Finally, it can be important to place
an object in the correct orientation when releasing a grasp.

Object pose estimation methods can be categorised as direct
pose estimation methods or Perspective-n-Point(PnP) methods. Di-
rect pose estimation predict the 3D rotation and translation matrix of
an object relative to a reference pose, such as an exact 3D model
of the object in question. Examples include [1–4]. Perspective-n-
Point(PnP)/RANSAC methods use an intermediate representation
that is used to match up with the 3D model pose. Those representa-
tions can be categorized as either dense or sparse representations.
Dense PnP methods [5–9] predicts a correspondence to a refer-
ence model for each input point. In contrast, sparse methods only
predicts a limited number of correspondences or keypoints, typically
in the range of 5-20. These keypoints may be defined as the cor-
ners of the 3D object bounding box (as seen in [10, 11]) or a set
of points defined relative to the object surface [12–18]. These sur-
face keypoints are most similar to pose estimation methods used in
human pose estimation

Direct pose estimation and dense PnP pose estimation methods
both have a heavy reliance on exact 3D reference models. Such
3D models are costly to collect and makes it difficult to expand the
dataset to new objects. Sparse keypoints are more flexible, and do
not require exact matches with a reference mode. The Pascal3D+
dataset [19] for example uses semantic keypoints based on a limited
number of 3D models to represent the pose of a much wider variety
of real world examples that do not match exactly.

Furthermore, because direct and dense PnP methods are infor-
mative only relative to a reference model, the resultant prediction
contains little intrinsic information. In contrast, surface keypoints
may directly inform us of part locations or surface properties. For
instance, a particular keypoint can be defined as the "tip" of a ob-
ject, while another may be the "end" of the handle. This direct de-
scription without the need to refer back to a reference model can
decrease computation requirement during inference, removing the
need to load a 3D CAD model into the system for each predicted
object.

Previous work using semantically important sparse keypoints for
robotic grasping are very limited in the complexity of its environment
and the variety of available object classes. There is often very little
occlusion, and only two or three object categories are considered.

Fig. 1: An example of keypoints detection results for drills.

Fig. 2: Example keypoint labels for various classes

In this work, we investigate the feasibility of using semantically
important keypoints in object pose estimation in complex, clustered
environments. We train a heatmap-based keypoint detection model
on the MetagraspNet dataset [20]. Our model is evaluated based
on both pose estimation performance as well as 2D keypoint sim-
ilarity scores. Through experiments, we conclude that the model
performance is heavily impacted by occlusion and similar nearby
points.

2 Implementation Details

The keypoint detection network is implemented using mmpose [21]
with a ResNet [22] backbone and a heatmap-based keypoint pre-
dictor head based off of Simple Baseline 2D [23]. A separate head
is used for each prediction class. An example of keypoint detection
results for the drill class can be seen in Figure 1.

The model is trained on the synthetic MetagraspNet Dataset
[20]. Each object category is labelled with keypoints containing
unique ids at semantically important locations on the object sur-
face. Boxes, for example, are labeled with 8 keypoints on each
corner. Some example classes are displayed in Figure 2

The 2D keypoints detected on an image can then be converted
into an estimated pose through solving for the rotation and trans-
lation matrices to minimize the reprojection error from 3D-2D point
correspondences using the RANSAC algorithm. Example pose re-
sults can be seen in Figure 3

2.1 Keypoints Definition

The most difficult component of using keypoints for object pose
recognition is defining keypoint placement. A popular option is to
use furthest point sampling, such as in [13], where a fixed number
of keypoints are sampled evenly around a 3D shape. However, such
a sampling method offers no semantic information.

Instead, a method similar to [16] is preferable, where keypoints
are defined in areas significant to the object, such as the top, bot-



tom, and handle. Such keypoints offer important semantic informa-
tion, but can be more difficult to implement for both model prediction
and in defining where keypoints are placed.

During model prediction, semantically important keypoints can
be less robust to occlusion due to being fewer in number. It can also
be difficult to ensure that they are located in areas that are visually
distinct.

During keypoint definition, it is difficult to define a generalized
pattern for placing keypoints, especially for more complex objects
like scissors or drills and can thus result in rather arbitrary keypoint
placement.

Another challenge is symmetry. Symmetrical objects with the-
oretically different poses may visually be exactly identical. Human
pose estimation only needs to handle bi-radial symmetry, but ob-
jects with more than a single plane of symmetry are very common.
Pose estimation specific metrics, such as those in [24] often take
into account symmetry in the final loss calculations, where visually
identical poses are not punished, while [16] defines keypoints on
the line of symmetry itself to reduce ambiguity. However, important
object properties such as edges or corners often lies outside that
line or plane of symmetry, and makes it difficult to limit keypoints to
only along such axis. A box, for example, is intuitively defined with
keypoints at the corners. However, this definition causes ambiguity
for flipped or rotated poses where the particular keypoints may not
necessarily match.

Our implementation defines keypoints along axis of symmetry,
such as one on center-top, and another on center-bottom, but also
on important features such as corners of boxes or edges of cups.
Examples of keypoints on various object classes can be seen in
Figure 2.

3 Experimental Results

3.1 Metrics

We evaluate the pose prediction on the average distance (ADD) [25]
metric :

eADD =
1
m ∑

x∈M
||(Rx+T )− (R̃x+ T̃ )|| (1)

Where M is the set of 3D model points, m is the number of
points, R and T are the ground truth rotation and translation matri-
ces, and R̃ and T̃ are the estimated rotation and translation matri-
ces. This can be computed in both world coordinates using only
the estimated pose matrices, as well as after projecting both poses
into image coordinates based on the camera’s intrinsic matrix. This
metric can be converted into an accuracy score by the following
equation:

AccuracyADD =
1
n ∑

eADD∈N

{
1 if eADD < t
0 otherwise

(2)

Where N is the set of predictions, n is the number of predictions,
and t is the distance threshold.

We also look at the object keypoint similarity (OKS) score for
the 2D keypoints based on the coco evaluation metrics:

OKS = ∑
i

[
exp

(
−d2

i
2s2k2

i

)]
(3)

where di is the euclidean distance between detected and
ground truth keypoint, si is object scale, and ki is a per-keypoint
constant to control falloff. Precision and recall metrics are computed
with OKS at 0.5 threshold. Results can be seen in Table 1

3.2 Pose

After solving for rotation and translation matrices using RANSAC,
pose estimation example results can be seen in Figure 3

Our model is trained on cereal box and drill classes. The accu-
racy curve for different ADD score threshold can be seen in Figure
4

(a) (b)

(c) (d)

Fig. 3: Visualization of pose results.

Fig. 4: ADD accuracy scores given different thresholds for world
coordinates (left) and projected image coordinates (right)

4 Discussion

4.1 Occlusion

The average precision and recall scores are heavily impacted by
occlusion, as shown in Table 1, .

Table 1: Average precision and recall performance for occluded and
visible keypoints in drills

AP AR
all 83.1 87.2
occluded points 69.4 78.8
visible points 86.7 89.4

When a keypoint is occluded and not visible from the camera„
there are no longer local features for the model to identify, making
it significantly more difficult to predict that keypoint’s location. This
issue has also been pointed out by [18]. [12] works to improve this
weakness through heavy augmentation, the lack of robustness to
occlusion is a key reason for the popularity of dense PnP and direct
pose estimation methods compared to sparse PnP methods.

Occlusion is especially problematic with semantically important
keypoints. Often, the number of defined points are fewer than those
defined in automatically sampled methods, and thus the loss of one
point more heavily impacts the pose prediction. An example of this
can be seen in Figure 3b and 3d.

4.2 Similar keypoints

The model can be easily confused by keypoints where the local
features are very similar to each other. This can happen in two
different scenarios: between keypoints on the same object as well
as if a similar object is within the bounding box.

An example of confusion between similar keypoints shown in
Figure 5, where keypoints 0, 1, 2, and 3 are misclassified with each



(a) keypoint 0 (b) keypoint 1 (c) keypoint 2

(d) keypoint 3 (e) keypoint 4 (f) keypoint 5

Fig. 5: Visualization of heatmap for predicting a keypoint for exam-
ple in Figure 1, overlayed on the original image.

other.
We demonstrate this phenomenon through calculating the per-

centage of keypoint observations which contain more than one peak
above the detection threshold of 0.3. As seen in Table 2, 15 to 24
percent of predictions for keypoints 0-3 are confused between differ-
ent possible locations. This compares to the around 5% probability
for keypoints 4 and 5, which are more visually unique.

Table 2: probability that each keypoint would contain multiple de-
tected peaks above the 0.3 confidence threshold for drills

keypoint id probability of multiple peaks (%)
0 22.1
1 20.3
2 15.6
3 23.7
4 5.8
5 4.2

In comparison, cracker boxes have more visual graphics that aid
in distinguishing between the different keypoints. An example of a
cracker box can be seen in figure 6

Table 3: probability that each keypoint would contain multiple de-
tected peaks above the 0.3 confidence threshold for cracker boxes

keypoint id probability of multiple peaks (%)
0 7.9
1 9.6
2 6.8
3 7.2
4 11.1
5 13.2
6 16.2
7 15.8

Those visual graphics result decrease the likelihood of there be-
ing multiple peaks in the heatmap prediction in comparison to key-
points 0-3 on drills, but are still less unique than keypoints 4 and
5.

Using this multiple-peaks probability, we can iteratively improve
the location of various keypoints to more visually distinct locations
through identifying keypoint locations to minimize this value. How-
ever, it can be difficult to do so while maintaining their semantic
significance.

This confusion between keypoints is sometimes caused by sym-
metry. Human pose estimation deals with symmetry pre-defined
pairs of key-points that can be flipped with each other (eg. left-ear,
right-ear) when the image itself is flipped as a data augmentation.
However, there are often more than a single axis of symmetry in
objects, and it may be non-obvious which keypoints to flip.

Similar to [16], we primarily define keypoints on the line of sym-
metry itself to reduce ambiguity. However, important object proper-
ties such as edges or corners often lies outside that line or plane of
symmetry, and makes it difficult to limit keypoints to only along such
axis. A box, for example, is intuitively defined with keypoints at the
corners.

The second scenario which causes confusion between similar
keypoints is the presence of nearby objects of the same class. A
great example of this can be seen in Figure 3d. The bounding box

(a) keypoint 0 (b) keypoint 1 (c) keypoint 2 (d) keypoint 3

(e) keypoint 4 (f) keypoint 5 (g) keypoint 6 (h) keypoint 7

Fig. 6: Visualization of heatmap predictions for a cracker box.

Fig. 7: ADD accuracy scores given different thresholds in projected
image coordinates for images with multiple objects of the same
class compared to images with only a single object of a given class

for the bottom drill (blue model, green keypoints) overlaps heavily
with the top drill. When predicting the keypoints, only keypoint 4
(see Figure 5e for location) was correctly predicted on the bottom
drill. The other points were all placed on the top drill. This suggests
that the model is only focusing on the local features in the near
vicinity of the keypoint location rather than the overall object. A
comparison of ADD accuracy scores for images containing multiple
objects of a given class vs those with a single object of a given class
can be seen in Figure 7, with the former case performing notably
worse.

5 Conclusion

Through training a heatmap-based pose detection model on the
MetagraspNet dataset, we demonstrate that semantically important
keypoints can be an effective way to estimate the pose of objects.
However, the complexity of the available object classes results in
keypoint definitions that do not have a consistent pattern, leading to
ambiguities on where to place them on new objects.

Furthermore, the complex scenes with high level of occlusion,
sometimes with similar objects on top of each other, present in
the MetagraspNet dataset reveal challenges that were not well ob-
served in previous implementations. In particular, the model strug-
gles heavily with occluded keypoints as well as with the presence
of points with similar visual features nearby. Those similar local fea-
tures may be present on the same object, or on other objects close-
by. We demonstrate this issue through observing that the probability
of multiple peaks in the heat-map prediction varies based for differ-
ent keypoints based on the local visual uniqueness of that point (as
shown in Tables 2 and 3). We further demonstrate this problem
through the decrease in ADD performance when multiple objects of
the same class are present in the same object (as shown in Figure
7).

Future work may use the multi-peak probability to identify poor
keypoints and iteratively improve the keypoint definition to ensure
easy recognizably. In addition, we may also explore alternative
ways to represent object poses, such as with categorical keypoints
(as opposed to keypoints with unique ids), as well as volumetric
primitives, so that the representation is less arbitrarily defined.
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[24] T. Hodaň, M. Sundermeyer, B. Drost, Y. Labbé, E. Brachmann,
F. Michel, C. Rother, and J. Matas, “Bop challenge 2020 on
6d object localization,” in European Conference on Computer
Vision. Springer, 2020, pp. 577–594.

[25] S. Hinterstoisser, V. Lepetit, S. Ilic, S. Holzer, G. Bradski,
K. Konolige, and N. Navab, “Model based training, detec-
tion and pose estimation of texture-less 3d objects in heav-
ily cluttered scenes,” in Asian conference on computer vision.
Springer, 2012, pp. 548–562.

https://github.com/open-mmlab/mmpose

	Introduction
	Implementation Details
	Keypoints Definition

	Experimental Results
	Metrics
	Pose

	Discussion
	Occlusion
	Similar keypoints

	Conclusion

