Context-Aware Augmentation for Contrastive Self-Supervised Representation Learning

M.Hadi Sepan;j'

Paul Fieguth?

12vision and Image Processing Group, Systems Design Engineering, University of Waterloo
{mhsepanj, paul.fieguth}@uwaterloo.ca

Abstract

Self-supervised representation learning is fundamental in modern
machine learning, however, existing approaches often rely on con-
ventional random image augmentations. This study introduces a
paradigm shift, moving from traditional random augmentations to a
contextually aware approach for feature space generation. We pro-
pose a novel augmentation technique that leverages object detection,
capturing spatial relationships and enriching feature representation.
We modify the SIimCLR approach by integrating object detection, en-
abling the model to focus on relevant objects and their relationships.
Our experiments demonstrate that this augmentation yields seman-
tically meaningful and contextually relevant feature representations.
Additionally, we employ the enriched feature space in multi-object de-
tection, showcasing its versatility. Despite modest improvements, the
strategic integration of object detection hints at its potential to aug-
ment self-supervised methods. Our work underlines the significance
of contextual augmentation in self-supervised learning, paving the
way for improved downstream tasks and presenting exciting prospects
for future research.

1 Introduction

Self-supervised representation learning [1] in the domain of computer
vision has attracted significant attention [2—-4] due to its potential to
learn rich and informative representations from unlabeled data [5]. A
pivotal aspect of this paradigm is data augmentation [6], a technique
that traditionally applies random transformations to input images to
enrich the dataset [7]. However, conventional augmentation lacks a
profound understanding of the underlying image content and context
[8], potentially limiting the quality and semantic relevance of the gen-
erated feature space [8].

This work presents a paradigm shift from random image augmen-
tations towards a more sophisticated and contextually informed ap-
proach for generating the feature space. Instead of merely perturbing
images randomly, we propose to leverage the inherent information en-
capsulated within the objects within an image. This conceptual tran-
sition aims to create a feature space intricately linked to the content
and spatial relationships of the detected objects.

The motivation behind this shift is rooted in the hypothesis that
object detection offers a concrete, semantic understanding of image
content [9] and also it provides valuable context to the feature rep-
resentation (inspired by human image understanding process [10]).
By encoding this context-rich feature representation, we envision the
potential for significant improvements in downstream tasks such as
object recognition [11], localization [12], and transfer learning [13].

To validate this hypothesis, we adapt and modify the SimCLR ap-
proach [2], integrating an object detector, specifically YOLO [14] (You
Only Look Once), with SIimCLR, a contrastive-based self-supervised
learning method. This integration injects explicit object-level informa-
tion into the self-supervised learning process, enabling the network to
focus on relevant objects and their relationships, thereby potentially
leading to more semantically meaningful feature representations.

In this paper, we explore the implications of this integration, aim-
ing to enhance the representation quality by extracting intricate details
and semantic-aware context about objects, regions, and their relation-
ships within an image. We strive to capture latent dependencies and
semantic relationships not readily apparent in raw data. The ultimate
goal is to enhance the transferability of these learned representations
across a variety of downstream tasks.

The ensuing sections delve into the details of our proposed ap-
proach, experimental setups, results, and discussions, providing an
assessment of the effectiveness and potential of leveraging contex-
tual object information in self-supervised learning for superior feature
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Fig. 1: SImCLR architecture [2]. SimCLR leverages the contrastive
loss function to maximize the similarity between positive pairs (aug-
mented versions of the same image), top, and minimize the similarity
between negative pairs (images from different classes or different im-
ages altogether), bottom, using two encoders in both negative and
positiv cases.

representations through a context-aware augmentation.

2 Related Work

Self-Supervised Representation Learning (SSRL) has gained signifi-
cant traction in the field of machine learning and artificial intelligence
[15]. It serves as a powerful technique for training models to extract
features from unlabeled data [16], thereby addressing the challenges
of data scarcity and annotation costs [17]. One prominent approach
in SSRL is SImCLR (A Simple Framework for Contrastive Learning of
Visual Representations - the architecture illustrated in Fig. 1) [2], a
contrastive-based self-supervised learning technique. SimCLR lever-
ages contrastive learning to generate meaningful representations by
contrasting positive and negative pairs of augmented versions of the
same image. By doing so, it facilitates the learning of rich features.

Customarily, augmentation techniques have played a pivotal role
in self-supervised learning [18], involving random image perturba-
tions to generate diverse training samples [19]. These methods sig-
nificantly contribute to enhancing the feature representation quality.
Techniques such as Cutout [20] and Random Erasing [21] randomly
remove portions of the image during training, encouraging the model
to learn robust features. Another noteworthy method is AutoAugment
[22], which employs reinforcement learning to automatically search
for the optimal augmentation policy. By dynamically applying a set
of transformations to the training data, AutoAugment enhances the
model’'s robustness and generalization capabilities. However, while
relying on conventional augmentation methods, which often introduce
randomness, can be effective, there is an opportunity to explore aug-
mentations that are more context-aware. Random perturbations, al-
though useful, may not fully capture the inherent structure and rela-
tionships within images, thus leaving potential untapped.

To the best of our knowledge the current landscape of self-
supervised representation learning highlights a critical gap, the ab-
sence of augmentation strategies that harness contextual information.
The augmentation approaches principally based on random modifica-
tions do not sufficiently exploit the rich context present in images. This
gap underscores the need for a paradigm shift towards context-aware
augmentation methodologies that intimately incorporate object-level
information. For example, while SimCLR and other augmentation-
based methods significantly enhance feature learning, there is a no-



table gap in the context of augmentations that consider the content
and relationships of objects within the image.

The proposed approach addresses this gap by transitioning from
conventional random image augmentations to a more context-aware
and semantically meaningful augmentation technique. Unlike ran-
dom augmentations, contextually informed augmentations leverage
the wealth of information present within the objects in an image. The
aim is to create a feature space intricately tied to the content and spa-
tial relationships of detected objects within an image. This shift stems
from the intuition that object detection, apart from providing a seman-
tic understanding of image content, enriches feature representations
by conferring valuable contextual information.

3 Methodology

Contrastive learning [18], a fundamental concept in self-supervised
representation learning, aims to train a model to distinguish between
similar and dissimilar instances in a dataset. In our approach, we build
upon this foundation to create a more robust self-supervised learn-
ing framework. As mentioned before, our research focuses on mov-
ing beyond traditional augmentation techniques that rely on random
image perturbations. The intention is to transition to a more context-
aware and semantically meaningful approach for feature space gener-
ation. Instead of random perturbations, we propose an augmentation
technique that leverages the information encapsulated within objects
present in an image. By doing so, we aim to create a feature space
intricately tied to the content and spatial relationships of detected ob-
jects.

In order to assess the efficacy of integrating context-aware aug-
mentation into a Self-Supervised Representation Learning (SSRL)
approach, we designed the following experimental setup:

1. We modified SimCLR to incorporate object detection-based
augmentation with random objectness probability and varying
bounding box strictness within a specified range.

2. We removed the MLP heads (which were initially used for the
pretext task of image classification on ImageNet [23]) and re-
tained the encoders, allowing us to obtain feature representa-
tions.

3. We leveraged the feature representations obtained in the pre-
vious steps as the backbone of a Faster R-CNN, for the pur-
pose of multi-object detection on the COCO [24] dataset as
the downstream task (Merely to demonstrate that the feature
space quality has been improved, not with the primary objec-
tive of improving the accuracy of the multi-object detection al-
gorithm).

3.1 Modified SImCLR

To validate our enriched feature space hypothesis, we modified the
SimCLR approach and integrated an object detector, YOLOv8 [25],
with SimCLR as illustrated in Fig. 2. YOLOv8 was chosen for
its efficiency and accuracy in object detection. This modification
was intended to inject explicit object-level information into the self-
supervised learning process. The integration of object detection al-
lows the network to focus on relevant objects and their relationships,
potentially leading to more semantically meaningful feature represen-
tations. Our modification resulted in two significant enhancements:

» Improved Semantic Representations: By incorporating ob-
ject detection, the modified SimCLR architecture generated fea-
ture representations that were not only semantically meaningful
but also contextually relevant to downstream tasks.

+ Enhanced Generalization: The modified architecture demon-
strated the potential to generalize better to various samples due
to its incorporation of object-level knowledge.

3.2 Integration of Faster R-CNN

Building upon the enriched feature space from modified-SimCLR, we
explored the integration with Faster R-CNN [26]. This integration in-
volved adapting the feature layers of modified-SimCLR to serve as the
backbone of Faster R-CNN, facilitating multi-object detection.
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Fig. 2: Proposed Modified-SimCLR Schema: The top-left augmenta-
tion employs a random traditional approach, while in a departure from
SimCLR, we integrate a boundary box outlining a detected object as
an alternative augmentation (bottom-left). The strictness of detection
boundaries and the confidence threshold of the object detector are
randomized. The rest of the figure depicts the standard SimCLR ar-
chitecture.

The integration replaced the conventional convolutional backbone
of Faster R-CNN with contextualized feature representation as illus-
trated in Fig. 3, resulting in improved multi-object detection perfor-
mance compared to conventional Faster R-CNN models that relied
solely on standard convolutional features.

We assessed the impact of our proposed approach on object de-
tection using the COCO dataset [24]. The results indicated improve-
ments compared to traditional random augmentation, showcasing the
potential of considering context-aware augmentation to enhance the
representation quality in SSRL performance.

4 Results and Discussion

In this section, we delve into the results obtained from our experi-
ments, shedding light on the performance of our proposed method.
Following that, we present a discussion and draw conclusions based
on the outcomes.

4.1 Results

Our proposed approach to utilizing context-aware augmentation
yielded improvement in classification accuracy compared to tradi-
tional augmentation methods for the SimCLR method. In addition,
transferring the obtained feature representation to the multi-object
detection downstream task resulted in enhancement comparing to
transferring the feature representation obtained by traditional random
augmentation-based SimCLR. These two experiments demonstrate
the efficacy of the proposed method in enhancing the quality of fea-
ture representation. We achieved the following results as shown in
Table 1 and Table 2, showcasing the effectiveness of our contextu-
ally informed augmentation technique.

Table 1: Results on classification using SimCLR and Modified-
SimCLR.
On ImageNet SimCLR Modified-SimCLR
Top1 Train Accuracy 70.8632 71.1293

67.1225+ 0.2125
96.9995 + 0.0910

67.4751 £ 0.1237
97.2857 £+ 0.0749

Top1 Test Accuracy
Top5 Test Accuracy

It is noticeable that the results in the Table 2, illustrates that the
performance in multi-object detection may not exhibit high accuracy.
It is important to clarify that our objective is not primarily to propose
an exceptional multi-object detector. Instead, we aim to showcase the
superior quality of the feature representations derived from SimCLR.
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Fig. 3: Employing the feature representation obtained from Modified-
SimCLR (illustrated in Fig. 2), we retain the encoders and then dis-
card the MLP heads in order to be used as the backbone for Faster-
RCNN. The rest of the network remains unchanged, following the orig-
inal Faster-RCNN architecture [26].

Table 2: Results on Multi-object detection using SimCLR and
Modified-SimCLR feature representation as backbone. BB in the table
is abbreviation for BackBone.

On COCO SimCLR_BB + Modified-SimCLR_BB +
FRCNN FRCNN

Average loU 0.3172 0.3301

# of detections 83/235 89/235

Detection rate 0.3531 0.3787

The emphasis is on the quality of the feature representation rather
than achieving peak performance in multi-object detection. Conse-
quently, our approach prioritizes demonstrating the enhanced feature
space quality through the SImCLR framework. It is noteworthy to men-
tion that we did not extensively fine-tune the model on the downstream
task dataset (COCO). By doing so, we aim to maintain reliability in the
representations obtained from SimCLR trained on ImageNet, ensur-
ing minimal alteration during the fine-tuning process.

4.2 Discussion

Our results demonstrate the efficacy of incorporating contextual infor-
mation into the augmentation process for self-supervised learning. By
leveraging object detection to guide the augmentation, we enhance
the feature representation’s semantic meaning and context relevance.

The increase in classification accuracy signifies the potential of
our approach to boost the performance of downstream tasks. More-
over, the reduction in variance indicates improved stability, essential
for real-world applications. The enhancement in object detection per-
formance further underscores the importance of contextually informed
augmentation. By aligning the feature space with object-level knowl-
edge, we improve the detection accuracy and relevance to object-
related tasks.

However, there are certain limitations to our approach. The ef-
fectiveness relies on the accuracy of the underlying object detection
model. Noisy or inaccurate object detection can adversely affect the
augmentation process. Albeit, our hunch is that, from another aspect
it may increase the generalization power of the method which requires
further research in that direction.

Our approach showcases promising results in enhancing the rep-
resentation quality through contextually informed augmentation. Fu-
ture work also will focus on refining our approach, exploring diverse
datasets, and optimizing the integration of object detection for even
better performance and broader applicability.

5 Conclusion

In this study, we introduced a novel approach to self-supervised rep-
resentation learning by incorporating contextually informed augmen-
tation. Our proposed method leverages object detection to guide the
augmentation process, creating a feature space intricately tied to the
content and spatial relationships of objects within an image. The key
contributions of our research include:

+ Contextual Augmentation: We proposed a new augmentation
technique that integrates object detection to generate more se-
mantically meaningful and contextually relevant features, mov-
ing beyond traditional random image perturbations.

+ Improved Performance: Our approach demonstrated improve-
ments in classification accuracy and variance reduction com-
pared to conventional augmentation methods. Moreover, it en-
hanced object detection performance, highlighting its potential
in a broader range of computer vision tasks.

+ Stability and Consistency: The reduction in variance indi-
cates the stability and consistency our approach provides, mak-
ing it a robust choice for practical applications.

Additionally, our research opens exciting avenues for future inves-

tigations:

* Model Generalization: Investigate further into the potential
of our approach to generalize across various domains and
datasets.

+ Semantic Segmentation Integration: Explore incorporating
object-level information into semantic segmentation tasks for
improved segmentation accuracy.

+ Multi-Modal Data: Extend our approach to handle multi-modal
data, effectively integrating object detection across diverse data
types.

» Online Learning and Adaptability: Develop a framework for
online learning that adapts to changing object detection models
and updates the feature space accordingly.

The integration of contextually informed augmentation into self-
supervised representation learning is an advancement. By enriching
the feature space with object-level knowledge, we bridge the gap be-
tween augmentation and the understanding of image content. This
approach holds immense potential to enhance the quality and rele-
vance of representations, ultimately leading to more effective and ef-
ficient machine learning models across various domains. As we con-
tinue to delve deeper into this paradigm, we are optimistic about its
impact on the field of computer vision and beyond.

5.1 Future Work

To enhance the quality and transferability of the learned represen-
tations, future work will involve tuning and refining the hierarchical
feature representation model. Incorporating object detection and op-
timizing the fine-grained and coarse-grained features is expected to
yield more informed and elevated representations. Future evaluation
will encompass full convergence to understand the true potential of
our approach, considering aspects like learning curves, convergence
speed, and generalization to unseen data. This comprehensive evalu-
ation will provide valuable insights into the strengths and weaknesses
of our method and guide future iterations and improvements.
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