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Abstract

Human Pose Estimation is a fundamental task in vision-driven hockey
analytics which is highly useful for a variety of downstream tasks such
as action recognition and player assessment. Estimating human pose
keypoints from a monocular video is a challenging task, especially
in agile environments. Fast-paced games such as Ice-hockey and
Lacrosse often have large amounts of motion blur and occlusions in
their video feed. However, most of the previous research works use
high-resolution inputs curated in isolated environments. As a result,
the existing benchmarks do not capture the model’s performance in
real-world agile settings. Hence, in this work, we evaluate several
state-of-the-art (SOTA) 2d pose estimators on our custom Ice-hockey
dataset created from broadcast hockey videos. We conduct extensive
comparison studies on 4 SOTA pose estimators, both quantitatively
and qualitatively, and empirically demonstrate that Multi Stage Pose
Networks (MSPN) produces the best results on our dataset.

1 Introduction

Human action recognition has been one of the most researched prob-
lems in computer vision. The most successful approaches model this
problem as a function of pose estimation, based on the keypoint rep-
resentation of human joints. Pose Estimation, in general, refers to
predicting the pose of an entity (humans, in most cases), and helps
to determine their physical orientation with respect to an environment.
This plays a vital role in sports analytics, in estimating the ‘correct
pose’ of sportsmen to decode their style of play, analyze their actions,
avoid injuries, plot their activities, and for a gamut of other use cases.
Vision-based predictions of poses are especially relevant, due to their
minimally invasive approach and methodology.

But, there exist certain constraints in vision settings, which include
occlusion, foreshortening, shadows, depth ambiguity, and misdirec-
tion which results in inconsistent pose estimates, especially in uncon-
trolled agile environments. This is easily observed in fast-paced team
sports such as Ice-hockey, basketball, soccer, rugby, etc., where there
exist several constraints to estimate the relevant pose of a player. This
has proven to be an ill-poised problem in vision.

In our work, we study the different approaches to mitigate this, by
an end-to-end implementation and comparative study of novel state-
of-the-art architectures for 2D Pose Estimation. To this end, we utilize
a novel Ice-Hockey dataset, which contains manually annotated 2D
ground truth keypoints and bounding boxes, sampled at 30 frames
per second. We opt for the top-down approach (human bounding-
box detection followed by pose estimation) as it has proven to be
the most efficient and handpick four models [1H4] based on our use-
case.Through this exploration, we aim to contribute to the ongoing ad-
vancement of pose estimation techniques, ultimately enhancing their
efficacy in demanding real-world scenarios.

2 Related Works

Human Pose estimation is a fundamental problem in computer vision
that has been researched for a long time. Classical approaches to
pose estimation include pictorial structures models [5] and Flexible
mixture-of-parts [6]. These frameworks broadly use tree-based prob-
abilistic graphical approaches to model the spatial relationships be-
tween different joints. Other classical approaches involve extracting
important features through various feature extraction techniques such
as contour detection, color histograms, and histogram-of-gradients
(HOG) [7]. However, these approaches were not able to handle oc-
clusion and model the spatial information effectively.

The advent of deep learning and convolutional neural networks
helped in efficient feature encoding and better generalization. Hence,

a multitude of works has been conducted on the use of deep learning
approaches for pose estimation. Toshev et al. [8] initially formulated
pose estimation as a regression problem of finding body joints, and
used CNNs to estimate the poses. Pischulin et al. [9] followed a
bottom-up approach by detecting all the keypoints first using CNNs,
and then using ILP to cluster the keypoints. Newell et al. [10] was
the first to use a multi-stage architecture where each stage consisted
of repeated down and upsampling layers with skip connections [11]
to extract as much information as possible. Subsequently, a lot of
architectures [1}, 12, 12} [13] use the multi-stage technique and follow a
top-down approach.

Recently, transformer architectures have gained a lot of traction in
various computer vision tasks. Most models [4) [14, [15] incorporate
CNN backbones to extract features and then employ transformer en-
coder and/or decoder layers to refine the features. On the other hand,
HRFormer [16] and ViTPose [17] directly use transformers to extract
features and predict keypoints.

3 2D Pose Estimation

3.1 MultiStage Pose Network

Multi-Stage Pose Networks [1] adopt the top-down approach in two
steps. In the first step, manual annotations of all the players on the
rink are used to crop the input frames and create multiple images
consisting of a single person. The pose estimation network then uses
repeated down and up-sampling to continuously refine the estimation
of poses. This network mainly proposes three major design improve-
ments on other multi-stage networks.

The first one is the equal channel width design followed in all the
networks. All the existing networks use the same number of channels
in each level of a downsampling module. However, this reduces the
size of the feature map as we go down a single stage, making it more
difficult to capture relevant information. To solve this problem, this net-
work doubles the number of channels(convolutional kernels) at every
level of a downsampling module, maintaining the size of the feature
map throughout the stage. This helps the model capture more infor-
mation in the downsampling module, resulting in better localization of
keypoints.

The second improvement made by this architecture is the cross-
stage feature aggregation. This network enables us to propagate the
features extracted during the initial stages by aggregating them with
the features in successive stages. This helps in retaining a lot of infor-
mation without adding a lot of layers, making the model more robust
and foolproof.

The third and most important improvement made by the model is
the coarse-to-fine supervision. At the end of every stage, the outputs
are converted into gaussian heatmaps and compared with ground
truth heatmaps to refine the localization accuracy. In this network,
they perform this intermediate supervision at every stage using de-
creasing gaussian kernel sizes (instead of using same size kernels at
every stage) as this gives a more accurate estimate of the features
extracted.

3.2 High Resolution Network

High Resolution Network [2] is a multi-stage pose estimation network
that focuses on producing and maintaining accurate high-resolution
relationships. This network starts by extracting features at a higher
resolution and then goes on reducing the resolution as we go deeper
into the architecture. The one unique aspect of this network is the par-
allel connections across different resolutions, in comparison to the se-
rial connections that are used in other pose estimation architectures.



These parallel connections help in effectively maintaining the high-
resolution features extracted at the start of the network without losing
important information. The other differentiating factor of this model
from other existing models is the repeated multi-scale fusion across
different resolutions of a single stage. This novel technique aggre-
gates features from different resolutions by either upsampling(using
nearest neighbor interpolation followed by 1x1 convolutions) or down-
sampling(using 3x3 strided convolutions). This concatenation of fea-
tures within a single stage helps in producing refined and robust rep-
resentations.

3.3 Distribution-Aware coordinate Representation of
Keypoint

The state-of-the-art pose estimation models do not directly take the
2D coordinates of each joint as their input and predict 2D coordi-
nates for every keypoint in a given image. This is mainly because
the 2D coordinates do not contain any spatial and contextual informa-
tion, making pose estimation extremely challenging. Hence, all the
existing networks convert these 2D coordinates to heatmaps using a
gaussian kernel to gain some much-needed spatial information. This
work [3] focuses on improving this encoding and subsequent coor-
dinate decoding part(after the predictions made by the network) and
provides a more principled distribution-aware method.

The standard coordinate encoding methods downsample bound-
ing boxes to a smaller dimension, transforming the ground-truth coor-
dinates accordingly. This downsampling is defined as shown in equa-
tion

g =@ V)=g/r=(u/Av/2) 1)

In equation[T} ¢ = (u,v) as the ground-truth coordinate and 2 is the
downsampling ratio. After performing this downsampling, standard
methods generally quantize these coordinates using the floor or the
ceil function to facilitate kernel generation. However, this causes an
inaccurate and biased representation because of quantization error.
This work solves that problem by eliminating the quantization step and
placing the center of the heatmap at the downsampled coordinate g’.

The standard coordinate decoding methods find the coordinates
of the maximal and second maximal activation. The joint location is
then predicted by shifting the location of the maximal activation 0.25
pixels towards the second maximal activation. This shifting is done to
compensate for the quantization error. However, this is an empirical
method that is found to have success but does not have any intu-
ition behind it. Also, the predicted heatmap is not exactly gaussian
in nature and hence, the point with the maximal activation may not
be estimated accurately. Hence, this work proposes a theoretically
sound method to explore the entire heatmap and find the underlying
maximal activation by modulating the heatmap to make it gaussian
and then using that fact along with the Taylor series to find the actual
coordinates of the keypoint.

3.4 TransPose

This network [4] leverages the recent success of transformers in com-
puter vision tasks and replicates it in pose estimation. More specif-
ically, this network uses a common CNN backbone such as ResNet
or HRNet to extract the features from the input image. The extracted
features are then passed through N transformer encoder layers where
each layer consists of a multi-self-attention head, layer normalization,
and feed-forward neural networks. The attention layers help in captur-
ing long-range relationships and reveal the dependencies that deter-
mine the location of the maximal activation. The N different attention
layers capture different positions of maximal activation correspond-
ing to different joints. The final attention layer acts as an aggregator,
which collects contributions from image clues and forms the maxi-
mum positions of keypoints. The output from the final encoder layer is
then passed through a regression head to find the heatmap for every
keypoint.

4 Comparison Study

To estimate the 2D pose of the players for our custom dataset, we op-
timized the four state-of-the-art (SOTA) 2D pose estimation networks
explained in Section We fine-tuned these SOTA models for our
ice-hockey dataset and compared the performance and robustness of
these models.

4.1 Dataset

The dataset consists of a total of 10 broadcast video feeds where
each sequence is recorded at 30 fps and encompasses a total of 9000
frames. Each frame in the dataset is manually annotated with 17 key-
points per player, out of which 5 keypoints correspond to the head.
Since the head of hockey players are not visible due to the heavy hel-
mets that they wear, we disregard those 5 keypoints and only consider
the other 12 keypoints for our task. Some of the frames obtained from
the broadcast video of the hockey dataset can be visualized in figure
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Fig. 1: Ice-hockey dataset

4.2 Implementation Details

All of our experiments were conducted using an NVIDIA Geforce RTX
2070 GPU with 8 GB RAM. All the 2D pose estimation models were
fine-tuned using the pretrained COCO [18] models for 10 epochs. Be-
cause of memory and hardware constraints, we were unable to per-
form extensive experiments and could only use a batch size of 8. The
input size of all the models was (192, 256).

In order to perform all our experiments, we used a 2-stage MSPN,
HRNet-W48, DARK with HRnet-W32 as the backbone and TransPose
with HRNet-W48 as the feature extractor. Furthermore, for MSPN, we
used SGD [19] as our optimizer with a learning rate of 1e-2, momen-
tum of 0.9, and a weight decay of 1e-5. As for all the other models,
we used Adam [20] as our optimizer with a learning rate of 1e-3.

4.2.1 Metrics

We used the PCK metric to find out the accuracy of our models. We
essentially find out the Manhattan distance between the predicted and
ground-truth keypoints, and check if it is lesser than a threshold (20
in our case). The threshold value was found by doing a grid search
over all values from 1 to 100. Additionally, in order to prevent occlu-
sion from skewing our model’'s performance, we filter out the occluded
points by using the confidence score of each prediction and consider
prediction only if confidence of prediction is > 0.6.

4.3 Results

Table[T]provides a comprehensive overview of the training and valida-
tion per joint accuracy achieved by a network trained from the ground
up. Notably, the results demonstrate that MSPN, as discussed in [1],
outperforms other models on our dataset. A significant contributing
factor to its superior performance is the effectiveness of the downsam-
pling encoder, which enhances feature extraction, resulting in high-
fidelity representations. This is corroborated by our qualitative find-
ings presented in the accompanying figures, where MSPN exhibits a
superior ability to model the pose of a player even in the presence of
occlusions, distinguishing itself from other networks.

Moreover, our analysis, as depicted in Tablem reveals variations
in accuracy across different joints. Specifically, the shoulder, knee,
and ankle joints exhibit higher accuracy compared to the wrist and
elbow joints. This discrepancy underscores the challenges posed by



Table 1: Total and per joint accuracy of the fine-tuned networks

Joint Training Accuracy(%) Validation Accuracy(%)
MSPN | HRNet-W48 | HRNet-W32 + DARK | TransPose | MSPN | HRNet-W48 | HRNet-W32 + DARK | TransPose
Left Shoulder | 97.1 95.27 95.08 91.44 90.13 | 86.13 86.92 85.83
Right Shoulder | 96.63 | 95.23 95.07 91.53 89.96 | 86.23 86.98 84.95
Left Elbow 94.86 | 89.97 90.80 86.92 87.12 | 81.07 82.51 81.95
Right Elbow 94.91 88.33 89.52 85.53 89.03 | 81.69 85.96 84.00
Left Wrist 93.34 | 87.69 87.13 83.70 86.13 | 80.27 80.38 80.77
Right Wrist 92.98 | 86.11 84.58 81.16 86.61 81.18 82.26 82.04
Left Hip 93.76 | 90.52 89.07 84.78 79.38 | 75.69 75.04 74.80
Right Hip 94.27 | 90.72 88.88 84.4 79.75 | 75.63 78.45 79.50
Left Knee 97.19 | 94.38 94.70 92.59 92.39 | 89.54 89.25 88.27
Right Knee 97.28 | 94.67 94.78 92.15 92.76 | 89.35 90.66 80.81
Left Ankle 97.21 93.89 93.02 91.23 92.01 87.00 86.51 86.65
Right Ankle 97.40 | 94.18 93.92 91.4 93.70 | 87.48 86.19 86.93
Total accuracy | 95.71 91.86 91.40 83.75 88.35 | 83.51 84.32 88.16
high motion-induced blur and occlusions in the vicinity of hand joints, Acknowledgments

which are in constant, rapid motion during gameplay.
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Fig. 2: Inference of the implemented 2D pose estimators without Oc-
clusion

dde s
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Fig. 3: Inference of the implemented 2D pose estimators with Occlu-
sion

5 Conclusion

This study has effectively showcased the performance of current
state-of-the-art networks in challenging, fast-paced environments
characterized by motion blur and occlusions. Through a compre-
hensive comparative analysis, we have delineated the strengths and
weaknesses of these existing models, revealing that hand keypoints,
particularly wrists and elbows, are susceptible to errors when sub-
jected to rapid non-linear motion. The insights gained from this re-
search hold substantial promise for the advancement of future net-
works, fostering their resilience in the face of blur, occlusions, and
distortions. These findings are pivotal in the ongoing pursuit of devel-
oping robust computational systems capable of thriving in dynamic,
real-world scenarios.

Our future work will focus on leveraging the pose of the stick as a
prior for refining the pose of the wrist and elbow keypoints.

This work was supported by Stathletes through the Mitacs Accelerate
Program and Natural Sciences and Engineering Research Council of
Canada (NSERC).
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