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Abstract

Methods for detecting label errors in training data
require models that are robust to label errors (i.e., not
fit to erroneously labelled data points). However, ac-
quiring such models often involves training on cor-
rupted data, which presents a challenge. Adjust-
ments to the loss function present an opportunity for
improvement. Motivated by Focal Loss (which em-
phasizes difficult-to-classify samples), two novel, yet
simple, loss functions are proposed that de-weight
or ignore these difficult samples (i.e., those likely to
have label errors). Results on artificially corrupted
data show promise, such that F1 scores for detecting
errors are improved from the baselines of conven-
tional categorical Cross Entropy and Focal Loss.

1 Introduction

Errors and noise are pervasive across datasets used to
train and evaluate machine learning models, and may
substantially impact the performance of such models.
Errors, or noise, take two main forms:

1. Image Errors, and
2. Label Errors.

Image errors specifically refer to problems within the
images of data samples (e.g., out of focus, additive noise,
object not present or occluded, etc.), whereas label errors
specifically refer to problems with the labels of samples
(e.g., mislabelled). In literature, label errors are often re-
ferred to by the term label noise [1, 2, 3, 4]; however,
here the term label errors is preferred, since the phe-
nomenon involves permutation rather than the addition
of a stochastic process, to which the concept of noise
normally would refer. While both forms of errors are
important, this work focuses on label errors.
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Figure 1: A model being trained operates on a corrupted
data sample with a label error, and produces a low pre-
dicted probability for the ground truth class as labelled.
Cross Entropy or Focal Loss would be sensitive to such
samples, steering the model to fit to erroneous data. In
contrast, the proposed loss functions, Blurry Loss (BL)
and Piecewise-zero Loss (PZ), are insensitive and lead
to robust training.

Fortunately, there exist methods for detecting label er-
rors. These methods [5, 6, 7, 8] tend to operate on the
premise that a well-trained model (i.e., trained either on
perfectly clean data, or in some manner robust to noise)
will produce predicted class probabilities that conflict
with the erroneous labels, thereby identifying samples
likely to be mislabelled. However, obtaining such a
model is not trivial. Indeed, perfect training data are
difficult to come by (especially for every given domain),
and training on a new model on a corrupted dataset can
easily lead to fitting to the noise!

One dataset of particular interest is the BIOSCAN-5M
insect dataset [9] (and its preceding BIOSCAN-1M
dataset [10]) consisting of over five million hand-labelled
images of insects. Labels consist primarily of both the
taxonomy [11, 12] and a genetic barcode [13] for each
sample. Due the the human process of taxonomic la-
belling, there exists a high likelihood of errors. Fur-
ther, at finer-grained levels within the taxonomic hier-
archy, the difference between categories of insects be-
comes increasingly subtle which further exacerbates the
challenge of correct labelling. Yet another confounding
issue is the lack of consensus among taxonomists, mean-
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ing that what is considered correct by one may be incor-
rect by another!

Motivated by Focal Loss [14] which places empha-
sis on difficult-to-predict samples (i.e., those where the
predicted probability associated with the ground-truth
label is low), two loss functions that largely ignore the
difficult-to-predict samples are proposed. Samples with
label errors would have low predicted probabilities for
the as-labelled ground truth class, assuming the data has
other correctly labelled samples upon which the model
could learn and generalize. Therefore, by ignoring the
difficult-to-predict samples, the loss functions would be
robust to label errors in training data.

In this work, novel categorical loss functions are pro-
posed to address the task of robustly training a model
on corrupted data, such that existing frameworks for la-
bel detection may be employed to identify and remove
(or even correct) incorrectly labelled samples within the
dataset. Improvement is measured based on error detec-
tion F1 scores.

2 Background

Label errors can be found in many benchmark
datasets [15], such as CIFAR [16] and ImageNet [17], and
even MNIST [18] to a small extent. Many label error de-
tection methods [5, 6, 7, 8] operate by training a model
on the (possibly) corrupt data and rely on the model not
fitting to the errors, such that predicted probabilities for
erroneous data are low and may be detected through
clever implementations of thresholding.

Note that experiments within this work specifically
use the the framework of Confident Learning [8]; how-
ever, the proposed loss functions could be used, in prin-
ciple, within many other frameworks. Furthermore,
within the Confident Learning framework, detection us-
ing both the ‘prune by noise rate’ and ‘prune by class’
methods are used, whereby samples must simultane-
ously have both low probability of being their ground
truth labelled class and high probability of being some

other class.

The choice of loss function during model training can
have a pronounced effect on the resulting model per-
formance and generalizability. Focal Loss [14] extends
conventional categorical Cross Entropy Loss [19] to im-
prove the ability of models to train on data in which
some classes are more difficult to learn than others. The
most common use case is with imbalanced data, where
some classes have far fewer samples and the model ben-
efits from the additional weighting given to samples of
these less common classes. For ground truth class ¢, the
predicted probability, produced by the model, associated
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Figure 2: Cross Entropy (CE) and Focal Loss (FL) are
compared. The effect of varying the weighting param-
eter v is shown. Note that the v = 0 case is equiva-
lent to CE Loss. Observe that higher values of v lead to
more imbalanced weighting, focusing the training more
on the difficult-to-classify samples.

with this class is denoted p;. With this notation, Cross
Entropy Loss is defined (per sample) as

CE(p:) = — log(p:), (1)

and, with the addition of a weighting parameter, -y, Focal
Loss is defined (per sample) as

FL(pt) = —(1 — pt)" log(p).- )

Per batch or epoch, the individual sample losses are sim-
ply summed. The parameter « determines the extent to
which difficult-to-classify examples are weighted, based
on p;. For values of 7y closer to 0, the weighting is more
uniform, whereas for larger +, closer to 5 for example,
the weighting is more imbalanced, weighting samples
with low p; far greater than those with high p,. Fig-
ure 2 illustrates the effects of varying . Conventionally,
~ = 2 is used [14], based on empirical evidence indicat-
ing this value works well in general, though hyperpa-
rameter tuning is always an option when using Focal
Loss.

A few loss functions designed to be robust to the pres-
ence of label errors have been proposed [2, 20, 21, 22],
often incorporating additional loss terms, such as Mean
Squared Error or Mean Absolute Error, to balance Cross
Entropy. However, these tend to be theoretically com-
plex (difficult to implement and interpret) and mainly
benefit cases where data are very highly (i.e., unrealisti-
cally) corrupted.

3 Method

Two major variations of categorical Cross Entropy Loss
are proposed. The first is most closely related to Focal
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Figure 3: The Blurry Loss function is plotted here. Vari-
ations for the parameter ~y are also shown, illustrating
the change in imbalance of weighting.

Loss and takes a similar form. The second is a piecewise
function that zeros the loss for samples with sufficiently
low predicted probability, p;, for the ground truth la-
belled category.

3.1 Blurry Loss

The first function is termed “Blurry” Loss in contrast to
Focal Loss. Again, for ground truth labelled class ¢, pre-
dicted probability p;, and a weighting parameter -, the
Blurry Loss is defined (per sample) as

BL(pt) = —(p)” log(pe)- 3)

Figure 3 illustrates this loss function and the effects of
varying . For v = 0, the Blurry Loss is equivalent to
Cross Entropy Loss.

3.2 DPiecewise-zero Loss

The second proposed loss function is designed in a piece-
wise manner such that samples for which the predicted
probability, p;, is beneath a cutoff are assigned a loss of
zero, but otherwise Cross Entropy Loss is used. Most
importantly, the gradient within the cutoff region is also
zero, meaning that these samples with low p; do not
affect the training process (weights are not updated by
zero-gradient samples). Again, the underlying assump-
tion is that samples with label errors are most likely to
have low p;, given that the model has seen enough cor-
rectly labelled data to learn the correct classification.
For ground truth labelled class ¢, predicted probability
p¢, and a cutoff-position parameter c, the Piecewise-zero
Loss is defined (per sample) as

0 <c,
PZ(p;) = PE=59
CE(pt) = —log(pt) pt > c.

Figure 4 illustrates this loss function and the effects of
varying c. For higher c, the loss function becomes more
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Figure 4: For p; < c, the loss is zero. The cutoff parame-
ter, ¢, may be adjusted to control the range of predicted
probabilities that have zero loss assigned to them.

robust to label errors; however, this comes with the ob-
vious downside that more of the data are simply ignored.

3.3 Loss Scheduling

During deep neural network (DNN) model training, the
weights and biases are randomly initialized. Therefore,
when training begins, the action of the model is entirely
random and uncorrelated with the training labels. Di-
rectly using the proposed loss functions, particularly the
Piecewise-zero Loss with a high cutoff, is likely to re-
sult in large amounts of correctly labelled data being
de-weighted or outright ignored, to the detriment of the
model.

To address this issue, beginning training with con-
ventional loss functions, such as Cross Entropy, is sug-
gested. A delay hyperparameter, d, is introduced to con-
trol at which epoch the transition to one of the pro-
posed loss functions occurs. Under this loss scheduling
scheme, the first d — 1 epochs use Cross Entropy, and
starting at epoch d, one of the proposed loss functions
is used.

4 Preliminary Experiments & Re-
sults

Experiments outlined in this section seek to demonstrate
the efficacy of the proposed loss functions in robustly
training models, as measured by their subsequent ability
to identify label errors.

4.1 Experimental Setup

Datasets and Artificial Corruption To test the ef-
ficacy of the proposed loss functions, the labels of well
known datasets are artificially corrupted. The method
used is identical to that used in [23, 1], whereby la-
bels are changed (i.e., made incorrect) for a propor-



Journal of Computational Vision and Imaging Systems

tion of the data specified by a given corruption rate
p € [0,1]. The datasets used are MNIST [18] and Fash-
ion MNIST [24]. Both are similarly corrupted according
to the same scheme. An underlying assumption is that
these small-scale datasets have relatively low existing la-
bel error rates, such that nearly all errors consist of the
artificially induced ones.

Baseline Loss Functions Categorical Cross Entropy
and Focal Loss [14] will be used as baselines for the pur-
pose of comparison.

Model A minimal convolutional neural network ca-
pable of scoring in excess of 99% accuracy (roughly the
state-of-the-art) on MNIST will be used. The model con-
sists only of two convolutional layers followed by two
sets of alternating dropout and linear layers, and has a
total of 1.2M trainable parameters.

Optimizer In all cases, the Adam [25] optimizer is
used. This optimizer is adaptive (no hyperparameter
tuning will be performed) and is a de facto gold standard
in machine learning.

Hyperparameters The hyperparameter setting of ~,
for Blurry Loss, and the cutoff, ¢, for the Piecewise-zero
Loss are explored during these experiments. In particu-
lar, these parameters are swept across a range in order
to study their effect on the ability of the trained model
to detect label errors and find optimal values.

Metrics To assess the performance / efficacy of each
loss function, the trained model will be used in the Con-
fident Learning framework to detect label errors. These
detections will be compared to a list of artificially cor-
rupted samples. The F1 score [26, 27], a balanced metric
of precision and recall, and a gold standard in detection,
will be the primary metric of performance, while preci-
sion and recall will also be reported.

4.2 Experimental Results

To ensure fairness, models are trained only for the num-
ber of epochs at which point overfitting begins on the
original uncorrupted datasets. A precursor experiment
was performed for both uncorrupted datasets whereby
the crossover point between training and testing loss is
measured. In both cases, overfitting was found to occur
starting at roughly 10 epochs. Therefore, the total num-
ber of epochs to be used in all experiments will be 10.
For moderate corruption rates of p = 0.1 and 0.2, as
well as for a variety of loss function schedule delays,

Table 1: F1 Score comparison across loss functions on
corrupted datasets. Best results per row are bolded.

F1 Score
Dataset

CE FL BL PZ
MNIST, p = 0.1 0.9668 0.9585 0.9793 [y =03,d=0] 0.9729 [c=0.05d = 6]
MNIST, p = 0.2 0.9708 0.9631 0.9845 [y =0.4,d=0] 0.9827 [c=0.05, d = 4]

Fashion MNIST, p = 0.1  0.8222 0.8332 0.8237 [y =0.2,d =0]  0.7954 [c = 0.05, d = 6]
Fashion MNIST, p = 0.2 0.8839  0.8814  0.8892 [y =0.3,d =0] 0.8745 [c = 0.05, d = 6]

d € 0, 8], a suite of models are trained, each with a dif-
ferent variation of the loss function hyperparameters,
~ and c¢. The primary results are shown as bar charts
in Figure 5, in which the target (correct) and baseline-
detected number of corrupted data samples are indi-
cated. For each loss function, the number of total de-
tections (blue bar) and correct detections (orange bar)
are shown.

To measure the effect loss scheduling (i.e., delay prior
to using proposed loss), loss functions with optimal pa-
rameters as found in Figure 5 are evaluated over a range
of delays, d € [0, 8]. Results are presented in Figure 6.

Lastly, for both datasets (MNIST and Fashion MNIST)
and two corruption rates (p = 0.1 and 0.2), the perfor-
mance (F1) for optimal loss function parameter settings
are reported in Table 1.

5 Discussion

From Figure 5, observe that the performance of the pro-
posed loss functions tends to exceed that of the base-
lines (CE and FL) for most parameter settings. There
exist intermediate (i.e., not extreme) parameter settings
that yield optimal performance, which exceed that of
the baseline in terms of both precision and recall (and
F1). Notice that in these cases, such as ¢ = 0.05 for
Piecewise-zero Loss and v = 0.5 for Blurry Loss, the to-
tal detections and correct detections more closely match
the true corrupted data. Additionally, notice that per-
formance is worse with Focal Loss than with Cross En-
tropy (or the proposed loss functions), as expected. This
is likely a result of Focal Loss emphasizing difficult-to-
classify samples, which in this case would often be those
with corrupted labels, and thereby causing the model to
fit to erroneous data.

The investigation of loss scheduling, shown in Fig-
ure 6, indicates that Blurry Loss tends to work best for no
delay (i.e., Blurry Loss may be used directly without CE
for initial stages of training); however, the performance
for the Piecewise-zero Loss is negatively impacted for
either small or large amounts of delay. Having little or
no delay likely results in some samples being forever ig-
nored by the Piecewise-zero Loss and the model effec-
tively ‘seeing’ less training data. On the other hand, with
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too much delay, the model is mainly trained using Cross
Entropy and the proposed loss function is used for very
few epochs and has a reduced effect.

Based on the summary of optimal performance across
datasets and corruption rates shown in Table 1, it ap-
pears that the impacts of the proposed loss functions are
most pronounced at higher corruption rates (i.e., differ-
ence in F1 scores between baselines and proposed are
greater for p = 0.2 than 0.1). Further, the ability to
detect label errors in Fashion MNIST was far reduced,
and the proposed loss resulted in more modest improve-
ments, if any, over the baselines. Indeed, for p = 0.1, Fo-

cal Loss results in the highest F1 score. The performance
in this case may be a consequence of Fashion MNIST be-
ing a more difficult dataset than MNIST but at the same
time still using the same minimal model (designed and
suitable for MNIST). Nonetheless, at p = 0.2, the F1
score for Blurry Loss exceeds the others, even on Fash-
ion MNIST. In all cases, the best performance of Blurry
Loss slightly exceeds that of the Piecewise-zero Loss.

6 Conclusion

The proposed loss functions, Blurry Loss and Piecewise-
zero Loss, significantly improved models’ abilities to
detect label errors when trained on artificially cor-
rupted datasets. While current preliminary results show
promise, a more detailed study involving comparisons
with other robust loss functions will be required to ade-
quately understand the impact of using such loss func-
tions. In future work, it is hoped that these loss func-
tions may be used on more realistic datasets, such as the
BIOSCAN-5M dataset, where label errors are unknown
and identification may lead to improvements in classifier
performance and may even affect change in the current
understanding of taxonomy and entomology.
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