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Abstract

The use of synthetic data in health applications
raises privacy concerns, yet the lack of open
frameworks for privacy evaluations has slowed its
adoption. A major challenge is the absence of ac-
cessible benchmark datasets for evaluating privacy
risks, due to difficulties in acquiring sensitive data.
To address this, we introduce SynPrivacy , an open
framework for benchmarking privacy in synthetic
data generation (SDG) using simulated sensitive
data, ensuring that original data remains confiden-
tial. We also highlight the need for privacy metrics
that fairly account for the probabilistic nature of
machine learning models. As a demonstration, we
use SynPrivacy to benchmark CTGAN and propose
a new identity disclosure risk metric that offers a
more accurate estimation of privacy risks compared
to existing approaches. Our work provides a critical
tool for improving the transparency and reliability
of privacy evaluations, enabling safer use of syn-
thetic data in health-related applications.
Code available at https://github.com/
bing1100/simuldata.

1 Introduction

Despite great potential benefit through applied ma-
chine learning, access to sensitive personal informa-
tion requires lengthy approval processes and often with
stringent governing rules [1, 2]. Synthetic data is a
privacy-enhancing technology (PET) that provides addi-
tional protection of sensitive information for data shar-
ing and enables findable, accessible, interoperable, and
reusable (FAIR) data standards [3]. Generative artifi-
cial intelligence methods such as GAN [4], VAE [4], and
DDPMs [5] have shown great potential in generating

high-quality synthetic data with high utility and fidelity
while enhancing privacy protection when compared to
the real data.

Regardless of well defined and established metrics for
evaluating the utility and fidelity of synthetic data [6],
there is a lack of established open framework and fair
metrics for the evaluation of privacy risks, such as re-
identification, membership attack and attribute infer-
ence attack [7, 8]. Given the primary concern of syn-
thetic data in health applications is privacy, the lack
of an open framework for privacy evaluations hinders
the adoption of synthetic data technologies [3]. A key
challenge for privacy evaluations is the lack of open
data for benchmarking of privacy evaluation metrics for
synthetic data generation (SDG) due to the difficulty
to access identifying data at original source [9, 7, 10].
Open datasets are typically fully de-identified or contain
minimal identifiable information, making them unsuit-
able to benchmark SDG methods for privacy risk eval-
uation [11]. Conversely, studies that conduct privacy
evaluations for their SDG methods often rely on propri-
etary or private datasets containing identifying informa-
tion which makes it challenging to compare and bench-
mark their SDG model against other models [7]. Conse-
quently, SDG publications frequently omit privacy eval-
uations, despite privacy being a critical aspect, or a main
motivation for synthetic data generation [5, 12, 4]. Omit-
ting such key indicators makes it hard for decision-
makers for the adoption of synthetic data technology as
a viable PET [13, 10].

We introduce SynPrivacy , an open framework de-
signed for benchmarking privacy evaluations of syn-
thetic data using simulated pseudo-identifiable data con-
structed from non-identifiable real data. This open
framework enables AI researchers to benchmark their
SDG models in privacy risk evaluation, making SDG
models more comprehensive and actionable for policy-
and decision-makers. By leveraging SDG as a PET, ad-
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Figure 1: SynPrivacy Open Framework and workflow
for synthetic data fair privacy evaluation.

ministrative data holders can safely mobilize their data,
thereby accelerating research, collaboration and inno-
vation. This is especially beneficial for AI innovations
in healthcare.

Our main contributions are as follows:

• We propose a novel benchmark framework SynPri-
vacy standardizing the privacy risk evaluation of
synthetic data generation models.

• We define a novel concept of fair identity disclosure
risk to more accurately evaluate the privacy risks of
synthetic data.

• We demonstrate empirical evidence of applying
SynPrivacy and fair identity disclosure risk to CT-
GAN.

2 Methodology

As shown in Figure 1, the SynPrivacy framework gen-
erates a simulated population which a subset is used to
train an SDG to generate synthetic data. The gener-
ated synthetic data along with the population can then
be used for fair privacy evaluations. Through simulated
data, the primary aim of the SynPrivacy framework is
to provide a privacy benchmark for SDG methods where
previously none was available.

2.1 Open SynPrivacy Framework

The idea of SynPrivacy is to simulate identifiable
data for real datasets that do not contain identifying
data. By simulating quasi-identifiers for de-identified
real datasets, SynPrivacy can generate simulated open
datasets for which SDGs can be evaluated upon.
SynPrivacy initiates the simulation process by seed-

ing a population with quasi-identifiers following real
data distributions. Once the population is established
with these simulated quasi-identifiers, non-identifying
datasets for real use cases are then linked to each seed
quasi-identifier row. Through linking real use case non-
identifiable data with seeded quasi-identifier data, we

constructed our simulated pseudo-identifiable popula-
tion and SDG training dataset. Synthetic data from SDG
models trained on the simulated data can then be eval-
uated using our proposed fair privacy risk metrics and
other synthetic data evaluation frameworks [14].

2.1.1 Quasi-Identifiers

Quasi-identifiers are pieces of information that are not
unique identifiers by themselves, but instead can be cor-
related together to create a unique identifier [15, 9]. For
example, we collect and seed quasi-identifier distribu-
tions for age, gender, marital status, occupation, ethnic-
ity, and address.

As the first seed of our simulated population, we ap-
ply inverse transform sampling for age using distribu-
tions gathered from the census [16]. Age values span
between 0 to 99. As gender is correlated with age, we
then conditionally sample gender given age for men+ or
women+.

For each sampled age and gender, we random sample
for marital status, occupation, ethnicity, and address for
each row. We apply random sampling on a collected list
of 1154 occupations, 7 marital statuses, and 250 ethnic-
ities for each row. Random CA US addresses are gener-
ated using an available Python package [17], our frame-
work is not limited to US addresses and other meth-
ods for random addresses can be easily applied. Gen-
erated random addresses include street and street num-
bers, city, state, and postal code. For our current work,
we do not consider possible correlations between age
and gender to occupations, marital statuses, addresses,
and ethnicities.

2.1.2 Linked Real Data

We complete our simulated population data by linking
non-identifiable real-use case data to our seeded quasi-
identifier data. For demonstration we link diabetes data
from the National Institute of Diabetes and Digestive
and Kidney Diseases (NIDDK) [18] and publicly avail-
able BMI data [19]. The diabetes dataset is a non-
identifiable dataset with data columns of the number
of pregnancies, glucose concentration, diastolic blood
pressure, skin thickness, insulin, and BMI, with age
as the only quasi-identifier. The BMI data is a non-
identifiable dataset with data columns of gender, height,
weight, and BMI.

Taking our seed quasi-identifier population, we con-
ditionally sample height, weight, and BMI given gender
using the distributions defined in our BMI data for our
simulated population. Using BMI and age in our simu-
lated population, we find the nearest neighbour in the
diabetes dataset to infill diabetes data columns for our
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simulated population. Other sampling approaches such
as k-nearest neighbours can be applied to ensure fidelity
of the infilled rows with minimal degradation from the
real data distribution [20].

2.2 Fair Synthetic Data Privacy Evalua-

tions

An open framework for evaluating the privacy of syn-
thetic data necessitates the development of fair and ro-
bust privacy metrics that account for the probabilistic
nature of machine learning models [3].

De-identified data and synthetic data are generated
using fundamentally different methodologies, each re-
sulting dataset with distinctive characteristics. Whereas
de-identification predominantly involves logical pro-
cesses, synthetic data generation is primarily probabilis-
tic. Due to this probabilistic nature of SDG, small varia-
tions in numerical data columns are likely to occur be-
tween very similar real and synthetic data.

2.2.1 Fair Identity Disclosure Risk (FIDR)

Privacy metrics such as identity disclosure risk (IDR) [7]
rely on cardinality of exact matches of numerical identi-
fiers are not necessarily fair measures of the privacy risk
of synthetic data generated using probabilistic models.
Identity disclosure risk can be simplified to two parts:
Real-to-Synthetic Identification Risk, and Synthetic-to-
Real identification Risk [7]. The IDR risk is expressed in
eq. 1 [7]:

IDR = max

(
1
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(
1
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)
,
1

n
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Where N,n is the number of records in the real
dataset and synthetic datasets respectively, Fs, fs is the
size of the set of records with the same quasi-identifier
values as record s in the real data and synthetic data re-
spectively, and Is is the binary indicator of whether a
record s in the real data exactly matches a record in the
synthetic data.

Given the low likelihood of exact numerical matches
between very similar real and synthetic data, IDR and
other privacy metrics relying on exact matches poten-
tially underestimate the privacy risk of synthetic data.
We propose a fair identity disclosure risk (FIDR) that
takes into account the variability of SDG models in pro-
ducing small numerical variations. For FIDR, we pro-
pose a new definition for binary match indicator Is that
takes into account small numerical variations. For FIDR,
we define binary indicator Is as 1 if a record s in real
data and a record SDj in synthetic data matches exactly

on categorical data columns and with cumulative differ-
ences less than ϵ on numerical data columns and 0 oth-
erwise.

3 Results

Through SynPrivacy , we are able to simulate a pseudo-
identifiable dataset from a de-identified diabetes dataset
that can be used to evaluate the privacy risk of various
SDG models. We demonstrate SynPrivacy by evaluat-
ing IDR and FIDR on synthetic data generated from CT-
GAN [4] trained from our simulated population. Using
SynPrivacy we simulated a population of 3000 rows for
the diabetes dataset using our above methodology. From
this simulated population, we sample 1000 rows for our
training set with quasi-identifier columns age, gender,
city, marital status, and data columns BMI, number of
pregnancies, glucose, blood pressure, skin thickness,
and insulin. We train a CTGAN model with default hy-
perparameters from the Python library Synthetic Data
Vault [21] on our training set to generate 1000 synthetic
data rows.

When computing the IDR for the generated synthetic
data compared to our population data, the risk score is
0.003. Compared to the IDR, the FIDR with off-by-1 error
ϵ = 1 on numerical values of the synthetic data com-
pared to population data is 0.026. Although both risks
are below the 0.09 threshold as set by Health Canada and
the European Medical Agency [22], we see that IDR con-
siderably underestimates the privacy risk when taking
into account small numerical differences between the
synthetic and real data. When compared to IDR, FIDR
is a much more conservative estimate of risk given the
probabilistic nature of SDG methods.

4 Conclusion

Through SynPrivacy , we are able to simulate a pseudo-
identifiable dataset from any de-identified dataset that
can be openly shared and used to evaluate the privacy
risk of various SDG models. We demonstrate SynPri-
vacy using a diabetes dataset and with CTGAN model.
Additionally, we present a fair identity disclosure risk
that better considers the probabilistic nature of SDG
models. We show that identity disclosure risk can vastly
underestimate privacy risk when compared to our fair
identity disclosure risk. For future work, we will aim to
further develop our SynPrivacy framework, apply our
framework to additional models and evaluations, and
publish an extensive open dataset for future SDG bench-
marking purposes.
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