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Abstract
Transfer learning is a recent field of machine learning research that
aims to resolve the challenge of dealing with insufficient training
data in the domain of interest. This is a particular issue with tra-
ditional deep neural networks where a large amount of training
data is needed. Recently, StochasticNets was proposed to take
advantage of sparse connectivity in order to decrease the number
of parameters that needs to be learned, which in turn may relax
training data size requirements. In this paper, we study the efficacy
of transfer learning on StochasticNet frameworks. Experimental re-
sults show ∼7% improvement on StochasticNet performance when
the transfer learning is applied in training step.

1 Introduction
In most machine learning algorithms, it is assumed that the train-
ing data and future data must be in the same feature space and
follow the same distribution [1]. However, this assumption often
does not hold in real-world situations where one wishes to perform
classification in one domain but there is only sufficient training data
in another domain. This issue of insufficient training data in the
domain of interest is particularly problematic for deep neural net-
works, which are characterized by a large number of parameters
that needs to be learned and as such requires a large amount of
training data to learn optimal model parameters.

In an attempt to reduce the number of parameters that needs
to be learned while maintaining modeling accuracy, the concept of
StochasticNets [2] was introduced, where random graph theory [3]
is leveraged to form sparsely-connected deep neural networks via
stochastic connectivity between neurons. While StochasticNets
have been shown to greatly reduce the number of parameters that
needs to be learned, and thus effectively reduce the amount of
training data, there are still many situations where there is insuffi-
cient training data in the domain of interest.

A recent field of research that attempts to tackle this issue
is transfer learning, where the goal is to transfer knowledge from
other domains to the domain of interest. Research have shown [1]
the performance can be greatly improved via transfer learning with-
out the need of extensive data labeling efforts for the training step.
Motivated by the potential of leveraging training data from another
domain to boost modeling performance in the domain of interest,
we study the efficacy of transfer learning in StochasticNets.

2 Methodology
In this paper, we are interested in studying efficacy of transfer
learning in StochasticNets for addressing the challenge of small
training data sizes in the domain of interest. To this end, we ap-
ply transfer learning on deep convolutional StochasticNets in the
following manner.

First, a StochasticNet is trained based on the CIFAR-10 dataset
[4], which consists of 50,000 training images categorized into 10
classes which are not in the domain of interest. Second, all the
learned parameters from the convolutional layers from this trained
StochasticNet are transferred to a new StochasticNet, one that is
designed to perform classification in the domain of interest. Third,
the parameters of the hidden layers of this new StochasticNet is
trained using only 20% of the STL-10 dataset [5], which contains
images categorized into 10 classes that are in the domain of in-
terest. For comparison purposes, a StochasticNet is trained di-
rectly using the same 20% of the STL-10 dataset as the Stochas-
ticNet. Figure 1 demonstrates the training and testing errors for
both the baseline StochasticNet as well as the StochasticNet with
transferred knowledge to be used as the reference baseline.

The deep convolutional StochasticNets used in this paper are
realized based on the LeNet-5 deep convolutional neural network
architecture [6], and consists of three convolutional layers with 32,
32, and 64 local receptive fields of size 5× 5 for the first, second,
and third convolutional layers, respectively, and one hidden layer
of 64 neurons, with all neural connections being randomly realized
based on probability distributions.

The deep convolutional StochasticNets used in this paper were
formed with 75% neural connectivity via a Gaussian connectivity
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Fig. 1: Training and test error for the STL-10 dataset. Blue lines
represent the performance result of the StochasticNet with trans-
ferred knowledge, while the purple lines represent the performance
result of the baseline StochasticNet. It can be observed that the
StochasticNet with transferred knowledge achieves a significant
improvement in performance (∼ 7%) when compared to the base-
line StochasticNet.

model, where the mean is at the center of the receptive field and
the standard deviation is set to be a third of the receptive field size
as with previous studies [2].

3 Discussion
Figure 1 demonstrates the training and test errors for both the
baseline StochasticNet as well as the StochasticNet with trans-
ferred knowledge. It can be observed that the StochasticNet with
transferred knowledge provides significant improvements in clas-
sification accuracy when compared to the baseline StochasticNet,
with a decrease in test error of ∼ 7%. These very promising pre-
liminary results demonstrate the efficacy of transfer learning on
StochasticNets, and highly motivate future deeper exploration into
this area for boosting the performance of StochasticNets in the sit-
uation where there is insufficient training data in the domain of in-
terest.
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